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Abstract

In this thesis, we will give a brief introduction to projective modules and vector
bundles and discuss the correspondence between modules over the ring of contin-
uous functions (C(X)) and vector bundles overX . We will also introduce covering
space theory to get a better understanding of correspondence between algebraic
and topological objects. A detailed discussion about the compactifications is also
presented. We will also establish the notion of localization of vector bundles in
terms of localization of C(X)-modules at a point using Swan’s theorem. We will
discuss some examples of Swan’s theorem. Finally, we motivate the statement of
the Quillen-Suslin theorem.

Keywords: Vector bundles, double covers, finitely generated projectiveC(X)-mod-
ules, localization, compactification.
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Preface

The purpose of this thesis is to study vector bundles and their correspondences
with algebraic objects like projective modules over ring of continuous functions.
The aim of the study was to reach to Quillen-Suslin theorem from a natural path of
motivations. This theorem was also known as Serre’s conjecture. Serre made some
progress towards a solution in 1957 when he proved that every finitely generated
projective module over a polynomial ring over a field was stably free, meaning that
after forming its direct sum with a finitely generated free module, it becomes free.
The problem remained open until 1976, when Daniel Quillen and Andrei Suslin
independently proved that the answer was affirmative. Quillen was awarded the
Fields Medal in 1978 in part for his proof of the Serre conjecture. Leonid Vaserstein
later gave a simpler and much shorter proof of the theorem which can be found in
[11].
In this thesis we will start by studying some basic properties of the ring of contin-
uous functions in chapter 1 and some initial part of chapter 2. One can refer [17]
for the same. Later in the second chapter we study Hilbert’s Nullstellensatz and
try to define a homeomorphism between the spaceX andmaxspec(C(X)) with the
Zariski topology when X is compact and Hausdorff. However, some details are
mentioned in appendix B. Later I studied Tychonoff spaces and their compactifica-
tions in the hope of extending this homeomorphism over these spaces. This part,
however, is included as appendix C in the thesis.
In chapter 3 we start with some basic concepts of covering space theory and study
the very famous Galois correspondence from [9], which is between subgroups of
fundamental group and covering spaces. Later in this chapter, we study some basic
properties of vector bundles and give a correspondence between double covers and
line bundles. However, one can study it more generally using principalG-bundles.
In chapter 4, we introduce the notion of sections of vector bundles. Later, using the
properties studied in initial chapters and otherwise, we study a correspondence
between vector bundles and finitely generated projective C(X)-modules when X
is compact and Hausdorff. Then in chapter 5, we start with some basic concepts
of localization in algebraic sense, and try to correlate them with those in geometric
sense, like, restricting a vector bundle to a trivializing neighbourhood. Taking mo-
tivation from this, we prove that finitely generated projective modules over local
rings are free using Nakayama’s lemma. We further generalize this result by relax-
ing the condition of the module being finitely generated. This is called Kaplansky’s
theorem. Seeing the local correspondence between these structures, it motivates us
to ask if the same happen globally? We see that bundles over Euclidean spaces are
trivializable and the corresponding projective module of sections are free and also,
we have a result that freeness of projective modules is satisfied in the algebraic cat-

x



egory of vector bundle over affine spaces, that is, where all the functions involved
are not just continuous functions, but are polynomials, which is a version of the
Quillen-Suslin theorem.
We will assume that the reader has some exposure to basic Algebraic and Differ-
ential Topology. We will try to give most of the proofs of the results that we state
in this thesis, but sometimes due to some technical difficulties, we will skip some
proofs and give appropriate reference for the readers.
In spite of best efforts of the author, there might be some errors of both typograph-
ical and mathematical in nature. The author is solely responsible for such errors.
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1 Introduction

In this section we are setting up a basic machinery on the ring of continuous func-
tions. We will refer [17] for the the whole section.

1.1 General topology

Given a topological spaceX , let C(X) denote the set of continuous maps from X to
R. Then we have the following results:

Proposition 1.1. C(X) is a commutative ring with unity.

Proof. We can define (f + g)(x) := f(x) + g(x) for all x ∈ X, for all f, g ∈ C(X).
Claim 1: (f + g) ∈ C(X) for all f, g ∈ C(X).
Let us consider the following functions:

ψ1 : X → X ×X, x 7→ (x, x) for all x ∈ X,

ψ2 : X ×X → R× R, (x, y) 7→ (f(x), g(y)) for all (x, y) ∈ X ×X,

ψ3 : R× R→ R, (x, y) 7→ x+ y for all (x, y) ∈ R× R.

So, it is enough to show that ψ1, ψ2, ψ3 are continuous, individually. This follows
from the definition of continuity, topology of product space for ψ1 and continuity
of f, g implies that ψ2 is continuous. Now, for ψ3 consider an open interval (a, b)
in R (since, open intervals are basis elements of R). Consider ψ−1

3 ((a, b)) this looks
like an open strip whose boundary passes through (0, a), (a, 0), (b, 0), (0, b). To show
that this is an open set in R2 let us consider a point (x0, y0)in this strip. Then, the
open ball of radius

ε(x0,y0) = min

{
|x0 + y0 − a|√

2
,
|x0 + y0 − b|√

2

}

centered around (x0, y0) lies totally inside the open strip. Hence claim 1 is proved.
Define (f + g)(x) := f(x) + g(x) for all x ∈ X, for all f, g ∈ C(X).
Claim 2: If we define (f · g)(x) := f(x) · g(x) for all x ∈ X , then (f · g) ∈ C(X) for
all f, g ∈ C(X).
The proof for this goes like the previous one except, ψ3(x, y) = x · y for all (x, y) ∈
R× R. So, again consider (a, b) ⊆ R then,

ψ−1
3 ((a, b)) =


region 1, if a > 0

region 2, if a ≤ 0, b ≥ 0

region 3, if b < 0

1



Figure 1: Region 1.

Note that these regions do not contain their respective boundaries. We need to
show that these three regions are open subsets of R2. Let us define dc (x0, y0) :=
distance between the point (x0, y0) and the curve xy = c. Note that two perpendic-
ulars can be drawn from any point to the hyperbola. We will consider the smaller
length to be the defined distance. So, for every (x0, y0) in every region we can ob-
tain an open ball of radius ε(x0,y0) = min{da(x0, y0), db(x0, y0)}, centered at (x0, y0)
which will lie completely inside the respective regions. Hence, claim 2 is proved.
Now, since the addition and multiplication is defined, one can easily verify that
associativity under addition, commutativity under addition, distributivity of mul-
tiplication over addition follows directly from the ring structure of R. Also, one can
observe that the constant zero function acts as the additive identity and (−f)(x) :=
−(f(x)) for all x ∈ X acts as the additive inverse. Hence, this gives the required
the ring structure of C(X).
We see that the commutativity of multiplication in R induces commutativity of
multiplication in C(X) as well. Also, note that the constant 1 function acts as unity
of this ring.

Proposition 1.2. If X is a compact space, then there is a metric on C(X).

Proof. Define d(f, g) := sup
x∈X
|f(x)− g(x)|. Now, since f, g ∈ C(X), so does |f − g|

because, the absolute value function is continuous. Moreover, we know that contin-
uous image of a compact set is compact. Also, by Heine-Borel theorem a compact
subset of R must be bounded hence, d : C(X) × C(X) → R is well-defined. Now

2



Figure 2: Region 2.

let us verify following properties:
(a) d(f, g) ≥ 0 for all f, g ∈ C(X).
(b) d(f, g) = 0 if and only if f = g.
(c) d(f, g) = d(g, f) for all f, g ∈ C(X).
(d) d(f, g) ≤ d(f, h) + d(h, g) for all f, g, h ∈ C(X). (Due to the triangle inequality
of metric on R and sup (A+B) ≤ (sup (A) + sup (B)).

Proposition 1.3. The addition map + : C(X) × C(X) → C(X) and the multiplication
map × : C(X)× C(X)→ C(X) are continuous (with respect to the metric on C(X)).

Proof. Since, for a metric space continuity is equivalent to sequential continuity.
Let {(fn, gn)} be a sequence in C(X) × C(X) such that (fn, gn) converges to (f, g).
Let ε > 0 be given, then

d((fn + gn), (f + g)) ≤ d(fn, f) + d(gn, g)

where, d is the metric on C(X) defined earlier. By hypothesis we can find N1, N2 ∈
N such that d(fn, f) ≤ ε

2
for all n ≥ N1; (gn, g) ≤ ε

2
for all n ≥ N2 choosing

N = max(N1, N2) we get the required convergence.
Similarly, for multiplication, let ε > 0 be given. Then,

d(fn.gn, f.g) ≤ d(fn, f)‖gn‖+ ‖f‖d(gn, g)

(Note: ‖f‖ is the norm of f ∈ C(X) induced by the metric space, since C(X) is
also a vector space which can be verified since all constant functions lie in C(X))
and since, every uniformly convergent sequence of bounded functions is uniformly
bounded we can say that ‖gn‖ ≤ m for some m > 0. So, there exists N1 ∈ N such

3



Figure 3: Region 3.

that d(fn, f) ≤ ε

2m
for all n ≥ N1; if ‖f‖ = 0 then choosing N = N1 we are done,

otherwise there exists N2 ∈ N such that d(gn, g) ≤ ε

2‖f‖
for all n ≥ N2. Again,

choosing N = max(N1, N2) we get the required convergence.

Proposition 1.4. If X is a metric space then C(X) separates points.

Proof. Let x0, y0 ∈ X be given. Consider the following function f(x) :=
d(x, x0)

d(y0, x0)
.

Since x0 and y0 are distinct, denominator is never zero, and it is constant (hence,
continuous) also, d(x, x0) is a continuous function of x. So, f ∈ C(X) and f(x0) = 0
and f(y0) = 1 Hence, it separates the points as well.

Proposition 1.5. If X = Rn then there are polynomials in C(X) that separate points.

Proof. Let x0, y0 ∈ Rn be given. Consider the polynomial f(x) =
x− x0

‖y0 − x0‖
. This

separates x0 and y0.

4



2 Ring of functions: Banach-Stone theorem

2.1 Compact-open topology

Let X be a topological space. For a compact set K ⊆ X and an open set V ⊆ R
let UK,V consists of all elements f ∈ C(X) such that f(K) ⊆ V . The topology τco
generated by {UK,V }K,V as a subbasis is called the compact-open topology, that is,

τco = {W ⊆ C(X) |W =
⋃
α∈I

nα⋂
i=1

UKiα ,Viα}

In order to check that a set S ⊆ P(X) can act as a subbasis of a topology on set X
we need to check if X =

⋃
I∈S

I . Note that this condition gets satisfied if we consider

V = R.

Definition 2.1. We say {fn} ⊆ C(X) converges uniformly over compact sets to f and
write fn → f if given any compact set K ⊆ X and ε > 0 there exists N ∈ N such that
sup
x∈K

d(fn(x), f(x)) < ε for all n ≥ N.

Proposition 2.2. If fn → f and f ∈ UK,V then there exists N ∈ N such that fn ∈ UK,V
for all n ≥ N .

Proof. To show that there exists N ∈ N such that fn(K) ⊆ V for all n ≥ N .
Since f(K) ⊆ V, let us consider V ′ := f(K) which implies V ′ is compact. Let
d := dist(V C , V ′) := inf{d(x, y)|x ∈ V C , y ∈ V ′} (inf is well defined since the set is
non-empty and bounded below by zero). If fact, d > 0 since V ′ is compact, V C is
closed (since it is compliment of an open set) and V ′ and V C are disjoint. Choosing
ε = d, we get a N ∈ N from convergence of fn to f . This will imply fn(K) ⊆ V for
all n ≥ N .

Definition 2.3. A set A ⊆ C(X) is called closed if for any sequence {fn} ⊆ A such that
fn → f then f ∈ A.

Proposition 2.4. These closed sets form a topology, denoted by τ .

Proof. To show that any collection of closed sets is closed under intersection and any
finite collection of closed sets is closed under union. So, let {Aα}α∈I be a collection
of closed sets. Define B :=

⋂
α∈I

Aα, let {fn}n∈N ⊆ B such that fn → f . By the

definition of intersection, f ∈ B. Now Let {Ai}ni=1 be closed sets. Define C :=
n⋃
i=1

Ai

and let {fn}n∈N ⊆ C such that fn → f . To show that f ∈ C. It is enough to prove
for two sets, say A1 and A2, as we can extend the result by induction. If f ∈ A1 or

5



f ∈ A2 then clearly f ∈ A1 ∪ A2. If not, then there exists εA1 , εA2 > 0 such that for
any given compact set K ⊆ A1 sup

x∈K
{d(fn(x), f(x))} > εA1 for all n ∈ N and for any

given compact set K ′ ⊆ A2 sup
x∈K′
{d(fn(x), f(x))} > εA2 for all n ∈ N. Now, choose

ε = min(εA1 , εA2), then for any compact set K ⊆ A1 ∪ A2, sup
x∈K
{d(fn(x), f(x))} > ε

for all n ∈ N which contradicts that fn → f .

Remark 2.5. The proof is valid only for finite number of sets since if we consider infinitely
many sets then minimum has to be replaced by infimum which might not be positive.

Proposition 2.6. The compact open topology is a weaker topology of the usual topology,
that is, τco ⊆ τ .

Proof. Let W be a closed set in τco. Any open set in τco looks like
⋃
α∈I

nα⋂
i=1

UKiα ,Viα .

Hence, any closed of τco looks like
⋂
α∈I

nα⋃
i=1

(UKiα ,Viα )C . We have,

UK,V = {f ∈ C(X)|f(K) ⊆ V }

Hence, (UK,V )C = {f ∈ C(X) | f(x) ∈ V C for some x ∈ X}. Let {fn}n∈N ⊆ A such
that fn → f then, to show that f ∈ A. So we have,

fj ∈
⋂
α∈I

nα⋃
i=1

(UKiα ,Viα )C for all j ∈ N.

This in turn implies fj ∈
nα⋃
i=1

(UKiα ,Viα )C for all j ∈ N, α ∈ I . Hence, if we fix j ∈

N, α ∈ I then, there exists iα ∈ N such that fj ∈ (UKiα ,Viα )C . So we can say that

there exists xj ∈ Kiα,j ⊆ X, Viα,j ⊆ R such that fj(xj) ∈ V C
iα,j

(1)

To show that f ∈ A, it is enough to show f ∈
nα⋃
i=1

(UKiα , Viα)C , that is to show that

there exists x ∈ Kiα ⊆ X compact, Viα ⊆ R open, such that f(x) ∈ V C . From (1), we

have a sequence {xj}j∈N ⊆
nα⋃
i=1

Ki, using sequential compactness there a limit point

of this sequence, say x and fi → f and xj → x implies fi(xi) → f(x). So, for given

α ∈ I , consider K :=
nα⋃
i=1

Ki, V :=
nα⋂
i=1

Vi then there exists a point x ∈ K such that

f(x) ∈ V C .

If X is compact, by proposition 1.2 we can define metric on C(X), and the space
can be denoted as (C(X), d).

6



Proposition 2.7. If X is a compact space, then the compact-open topology is equal to the
metric topology.

Proof. Let us first prove τco ⊆ (C(X), d). It is enough to show that UK,V is open in
(C(X), d). Let f ∈ UK,V , we need to find r > 0 such that B(f, r) ⊆ UK,V . Define
r := d(f(K), V C). Let g ∈ B(f, r), to show that g(K) ⊆ V . On contrary, let if
possible, there exists x ∈ X such that g(x) ∈ V C . This implies |f(x) − g(x)| ≥
r. This gives us a contradiction. Hence inclusion of one side is proved. Now, to
prove the reverse inclusion consider an open ball B(f, r). It is enough to prove
that there exists K ⊆ X compact and V ⊆ R open such that UK,V = B(f, r). Let
K = X , V = (‖f‖ − r, ‖f‖ + r), where ‖f‖ = sup

x∈X
|f(x)|. Let g ∈ B(f, r), we

know ‖g(x)‖ − ‖f(x)‖ < |g(x) − f(x)| < r which implies, if |g(x)| > |f(x)| then,
|g(x)| < r + |f(x)|, otherwise |g(x)| > |f(x)| − r for all x ∈ X . Taking supremum
we get the inclusion, that is, B(f, r) ⊆ UK,V .
For the reverse inclusion let g ∈ UX,(‖f‖−r,‖f‖+r) and let, if possible d(g, f) ≥ r, which
implies that there exists x ∈ X such that |g(x) − f(x)| ≥ r which contradicts the
hypothesis.

2.2 Stone-Weierstrass Theorem

We will refer [17] for this entire subsection.

Proposition 2.8. There exists polynomials {Pn}n∈N which converge to ex.

Proof. Let x ∈ X . Consider the following sum:

∞∑
k=0

xk

k!

Claim 1: This sum makes sense and we will call the sum as a function denoted by ex.
We will also see that the partial sum is a continuous function and the convergence
is uniform hence the limit is also continuous by the uniform convergence theorem.
Proof : We will use root test to prove the convergence.
Claim 2: (n!)2 > nn for all n > 2, n ∈ N.
Proof : For 1 < r < n, r ∈ N, we have (n − r)(r − 1) > 0 this implies r(n −
r + 1) > n. Using this for pairs ((n-2) many of them) summing up to n, we get:
((n− 1)!)2 > nn−2. This proves the claim 2.

Let x ∈ X , L := lim
k→ ∞

∣∣∣∣xkk!

∣∣∣∣1/k = lim
k→ ∞

∣∣∣∣ x

(k!)1/k

∣∣∣∣ and by claim 2, we have
1√
k
>

1

(k!)1/k
> 0. Hence, by the comparison test the limit L exists and is 0, that is,

L < 1. Hence, claim 1 is proved using the root test.

Lemma 2.9. The function ex is not uniformly continuous function over R.

7



Proof. Let if possible ex is uniformly continuous. Then for ε = 1, there exists δ > 0

such that |x− y| < δ which implies |ex− ey| < 1. Let a =
δ

2
.As a > 0 which implies

ea = 1+a+ · · · > 1 which in turn implies ea−1 > 0 and lim
x→ ∞

ex =∞which implies
lim
x→ ∞

ex(ea − 1) =∞ which implies there exists x ∈ R such that ex(ea − 1) > 1 but
by taking y = x+ a we get a contradiction.
Theorem 2.10 (Weierstrass Approximation Theorem). Let P be the set of polynomials
over the space X = [0, 1]. Then the closure of P in C(X) is C(X).

Proof. Let F : [0,1] → R be a continuous function. Then to show that there exists
{Pn}n∈N a sequence of polynomials over [0, 1] such that for given ε > 0, there exists
N ∈ N such that d(Pn(x), F (x)) < ε, for all n ≥ N, n ∈ N. Now, without loss of
generality, we can assume that 0 < a < b < 1. Since, [0, 1] and [a, b] are homeomor-
phic. Note that the polynomials remain polynomials under this homeomorphism.
So, let us define

f(x) =



0, if x ≤ 0
x · F (a)

a
, if 0 < x ≤ a

F (x), if a < x < b
(1− x)F (b)

(1− b)
, if b ≤ x < 1

0, if x ≥ 1

Clearly, f(x) ∈ C(X). Now define,

Jn :=

∫ 1

−1

(1− u2)n · du (2)

and
Pn(x) :=

∫ 1

0

f(t)(1− (t− x)2)n · dt

Maximum power of x in Pn(x) is 2n, and all the functions inside the integrand are
continuous so, Pn(x) is indeed a polynomial. Now, replace the limits of Pn(x) by
(−1 + x) and (1 + x) as f(t) is zero outside (0,1).

Which implies, Pn(x) =

∫ 1+x

−1+x

f(t)(1− (t− x)2)n · dt.

Substituting t− x = u we get Pn(x) =

∫ 1

−1

f(x+ u).(1− u2)n · du.

From equation (2), we get f(x) :=
1

Jn

∫ 1

−1

f(x)(1− u2)n · du

Which implies, Pn(x)− f(x) =
1

Jn

∫ 1

−1

[f(x+ u)− f(x)](1− u2)n · du.

As f(x) is zero outside the compact set [0,1] and f is continuous implies f is uni-
formly continuous, which implies that there exists δ > 0 such that

|f(x+ u)− f(x)| < ε, for all |u| ≤ δ (3)
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and let M := sup
x∈[0,1]

|f(x)|which implies, |f(x+ u)− f(x)| < 2M, for all |u| ≥ δ.

This implies,

|f(x+ u)− f(x)| < 2M · u
2

δ2
(4)

Combining (3) and (4), we get:

|Pn(x)− f(x)| ≤ 1

Jn

∫ 1

−1

ε

2
(1− u2)n · du+

1

Jn

∫ 1

−1

2Mu2

δ2
(1− u2)n · du

= ε

2
+

2M

δ2Jn

∫ 1

−1

u2(1− u2)n · du

Consider J ′n :=

∫ 1

−1

u2(1− u2)n · du =
Jn+1

2(n+ 1)
(using by parts).

Since, 1−u2 < 1 which implies, Jn+1 < Jn,which implies, 2 ·J ′n ·(n+1) < Jn,which

implies, J
′
n

Jn
<

1

2(n+ 1)
, for all n ∈ N. This implies that there existsN ∈ N such that

J ′n
Jn

<
δ2

2M

ε

2
for all n ≥ N, n ∈ N.Hence, |Pn(x)−f(x)| < ε for all n ≥ N, n ∈ N.

Corollary 2.11. For every interval [−a, a] there is a sequence of real polynomials {Pn}n∈N
such that Pn(0) = 0 for all n ∈ N and lim

n→ ∞
Pn(x) = |x| uniformly on [−a, a].

Proof. As |x| is a continuous function for x ∈ [−a, a], we have a sequence of poly-
nomials say, {P̃n}n∈N by theorem 2.10. Define Pn(x) := P̃n(x)− P̃n(0) for all n ∈ N.
Since P̃n(0) is just a constant, Pn(x) is also a polynomial which gives the desired
sequence.

Definition 2.12 (Algebra). A family A of real (or complex) valued functions defined on a
set E is said to be an algebra if
(i) f + g ∈ A for all f, g ∈ A.
(ii) f · g ∈ A for all f, g,∈ A.
(iii) c · f ∈ A for all f ∈ A, c ∈ R(or C).

Definition 2.13 (Uniform closure of an algebra). B is the uniform closure of an algebra
A if B is the set of all functions which are limits of uniformly convergent sequences of
elements of A and it is denoted by A, that is, A := {f ∈ C(X) | fn → f for a sequence
{fn}n∈N ⊆ A}.

Proposition 2.14. LetB be the uniform closure of an algebraA of bounded functions. Then
B is a uniformly closed algebra.

Proof. The only thing we have to show is thatB is an algebra. So, let f, g ∈B, c ∈ R.
Then, there exists sequences {fn}n∈N , {gn}n∈N ⊆ A such that fn → f uniformly and
gn → g uniformly. It is clear that using boundedness fn + gn → f + g, fn · gn → f · g
and c · fn → c · f since {fn + gn}, {fn · gn}, {c · fn} are sequences in A (as A is an
algebra) and B is uniformly closed, hence f + g, f · g, c · f ∈ B.
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Definition 2.15. Let A be a family of functions on a set E.
(i) Then A is said to separate points on E if, for each x1, x2 ∈ E(x1 6= x2), there exists f in
A such that f(x1) 6= f(x2).
(ii) We say that A vanishes at no point of E, if for each x ∈ E, there exists g ∈ A such that
g(x) 6= 0.

Proposition 2.16. Let A be an algebra on a set E. A separates points on E. A vanishes at
no point of E. Suppose x1, x2 are distinct points and c1, c2 are constants, then there exists
f ∈ A such that f(x1) = c1, f(x2) = c2.

Proof. Assumptions imply that there exists g, h, k ∈A such that g(x1) 6= g(x2), h(x1) 6=
0, k(x2 6= 0). Now define u := gk − g(x1)k, v := gh − g(x2)h. Now, consider
f :=

c1v

v(x1)
+

c2u

u(x2)
which implies f ∈ A and f(x1) = c1, f(x2) = c2.

Theorem 2.17 (Stone-Weierstrass theorem). LetA be an algebra of real continuous func-
tions on a compact set K. If A separates points on K and if A vanishes at no point of K,
then the uniform closure B of A consists of all real continuous functions on K.

Proof. This proof consists of 4 steps.
Claim 1: f ∈ B implies |f | ∈ B.
Proof :

a := sup
x∈K
|f(x)| (5)

Note that this is well defined since K is compact and |f | is continuous since f is
continuous. Let ε > 0 be fixed. Then by corollary 2.11, there exists C1, C2, · · · , Cn ∈
R such that ∣∣∣∣∣

n∑
i=1

Ciy
i − |y|

∣∣∣∣∣ < ε, for all y ∈ [−a, a] (6)

Since B is an algebra, g :=
∑n

i=1Cif
i ∈ B. By (5) and (6), we have ‖g(x)− f(x)‖ < ε

for all x ∈ K. This implies |f | is a limit point of A, hence f ∈ B. Since B is the
uniform closure of A. This proves claim 1.
Claim 2: f, g ∈ B implies max(f, g),min(f, g) ∈ B.

Proof : Note that max(f, g) =
f + g

2
+
|f − g|

2
and min(f, g) =

f + g

2
− |f − g|

2
. By

claim 1, we can say that |f−g| ∈ B and B being an algebra max(f, g) and min(f, g) ∈
B. Note that the same result can be extended for finitely many functions by using
method of induction.
Claim 3: Let f be a continuous function on K, x ∈ X, ε > 0 be fixed, then there
exists gx ∈ B such that gx(x) = f(x) and gx(t) > f(t)− ε for all t ∈ K.
Proof : Note thatA ⊆ B. Hence, due to proposition 2.16 for each y ∈ K, there exists
hy ∈ B such that hy = f(x), hy = f(y). Using continuity of hy, there exists an open
set Jy containing y such that hy > f(t)−ε for all t ∈ Jy.Now, {Jy}y∈K form an open

cover of K and as K is compact, we can write K ⊆
n⋃
i=1

Jyi for some n ∈ N. Define:
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gx := max(hy1 , hy2 , · · · , hyn). Using claim 2, gx ∈ B, also, gx(t) > f(t) − ε for all
t ∈ K.
Claim 4: Given a real valued function f , continuous on K, ε > 0 be fixed. Then
there exists h ∈ B such that |h(x)− f(x)| < ε for all x ∈ K.
Proof : Consider gx constructed in claim 3. Using continuity of gx, there exists an
open set Vx containing x such that gx(t) < f(t) + ε for all t ∈ Vx.

Again, using compactness of K we can get x1, x2, · · · , xm such that K ⊆
m⋃
i=1

Vxi .

Define h := min(gx1 , gx2 , · · · , gxm). Using claim 2, h ∈ B and

h(t) < f(t) + ε for all t ∈ K (7)

Now, using claim 3 and (7) we have h ∈ C(K) such that |f(x) − h(x)| < ε for all
x ∈ K.

Definition 2.18 (Self-adjoint). Let A be a set of complex valued functions then it is called
self -adjoint if each f ∈ A implies f ∈ A for all f ∈ A where, f(x) := f(x) for all x in the
domain of f .

Corollary 2.19. Let A be a self-adjoint algebra of complex valued continuous funtions on
K such that A separates points on K, and A vanishes at no point of K. Then A consists of
all complex valued continuous functions on K.

Proof. Let AR be the set of all real valued functions on K which belong to A. Let
f ∈ A, then f = u+ iv such that u, v ∈ AR. A is self-adjoint hence f + f = 2u ∈ AR
which implies, u ∈ AR similarly, v ∈ AR. Also, x1 6= x2 so, there exists f ∈ A such
that f(x1) = 1, f(x2) = 0. Hence, u(x2) = 0, u(x1) = 1 which implies AR separates
points on K. If x ∈ K, then there exists g ∈ A such that g(x) 6= 0, and λ ∈ C such
that λ · g(x) ∈ R and is positive. Define f := λ · g, and f = u + iv, then u(x) > 0
which implies, AR vanishes at no point of K. Now, using theorem 2.17 separately
for u, v we get that u ∈ B, v ∈ B which implies f ∈ B.

2.3 Maximal ideals in C(X)

Theorem 2.20. [4] Let X be a compact topological space. Let x ∈ X be a point. Then,
mx := {f ∈ C(X)|f(x) = 0} is a maximal ideal in C(X). Moreover, any maximal ideal
is mx for some x ∈ X .

Proof. By the definition of addition and multiplication inC(X) given in proposition
1.1 it is evident that mx is indeed an ideal. Since it is closed under addition and
f · g ∈ mx for all f ∈ C(X), g ∈ mx. Now, let J be an ideal in C(X) such that
mx ( J implies such that f(x) 6= 0, for some f ∈ J define g ∈ C(X) as follows:
g(y) :=

1

f(x)
for all y ∈ X and h := (f · g − 1) then, h ∈ mx, and as mx ( J, h ∈ J.

This implies, f · g − h = 1 ∈ J. Hence, J = C(X). Note that 1 is the constant 1
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function in C(X). For the second part, let m be a maximal ideal in C(X). Then for
K ⊆ C(X), define V (K) := {x ∈ X|f(x) = 0, for all f ∈ K}, and for A ⊆ X , define
I(A) := {f ∈ C(X)|f(x) = 0 for all x ∈ A}. Now we claim that V (m) 6= ∅.
Let if possible V (m) = ∅. This implies for each x ∈ X there exists fx ∈ C(X) such
that fx(x) 6= 0. Now, define Ux := {y ∈ X|fx(y) 6= 0} which implies x ∈ Ux. Hence,
{Ux}x∈X forms a cover of X and due to compactness of X there exists {Uxi}ni=1 a
finite subcover. Then the function (f 2

x1
+ f 2

x2
+ · · · + f 2

xn)(x) 6= 0 for all x ∈ X .
Hence, it is a unit, and so, m = C(X). This is a contradiction. Hence, V (m) 6= ∅.
Let, x ∈ V (m), now K ⊆ I(V (K)), for all K ⊆ C(X) and K1 ⊆ K2 which implies
I(K2) ⊆ I(K1) which in turn implies m ⊆ I(V (m)) ⊆ I(x) = mx and mx 6= C(X) as
constant functions do not belong to mx. Hence, as m is maximal, m = mx.

From the theorem 2.20, we get to know that, if a topological space X is compact
and Hausdorff, then there is a one-to-one correspondence between the points of the
space X and maximal ideals of C(X). So, it is natural to seek for examples where
the correspondence does not hold when we relax the condition of compactness or
Hausdorffness.
Example 2.21. Let X be (0, 1). Clearly, (0, 1) is not compact, so we claim that there exists
a maximal ideal which is not of the form mx for any x ∈ (0, 1). Consider, I := {f ∈
C((0, 1)) | f

( 1

n

)
= 0 for all but finitely many n ∈ N}. Observe that I is an ideal since

it is closed under addition and r · a ∈ I for all r ∈ C((0, 1)), a ∈ I . Also, I is a proper
ideal simply because the constant one function does not belong to I . Consider the following
function, for m ∈ N.

gm(x) =


sin
(π
x

)
, if x ≤ 1

m

x− 1

m
, if x > 1

m

Observe that this function is continuous everywhere, in particular at x =
1

m
. Also,

gm(x) = 0 if and only if x =
1

n
≤ 1

m
that is m ≤ n. So, gm(x) ∈ I . Now, give any

maximal ideal of the form ma, if we choose m big enough such that 1

a
≤ m then as we saw

above gm(a) 6= 0, and thus gm(x) /∈ ma. Finally, we use Zorn’s lemma to remember that
I ⊆M , for some maximal ideal M ⊆ C((0, 1)) [1] and we have seen that M 6= mx for any
x ∈ (0, 1).
Example 2.22. When X = N, with the usual subspace topology inherited from R. Again
N is a non compact space. Note that an element in C(N) is nothing but a sequence of real
numbers since the topology onN is the discrete topology. Consider, I := {(a1, a2, · · · ) | ai ∈
R for all i ∈ N and ai’s are 0 for all but finitely many i’s }. Again we will use the same
procedure as the previous example and say that I is an ideal, moreover it is a proper ideal.
Also, consider the element bj = (a1, a2, · · · ) such that ai = 0 for all i 6= j, and aj = 1. Then
bj ∈ I and bj /∈ mj and again using Zorn’s lemma, we get a maximal ideal M containing
I with the property that M 6= mx for any x ∈ N.
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Example 2.23. LetX be a set with more than one point. A natural non-Hausdorff topology
one can think about is the indiscrete topology onX . In that case, the only elements of C(X)
are the constant functions and we know that we can not have any unit in the ideal in order to
have it as a proper ideal. So, the zero ideal is the only proper ideal in C(X), which, therefore
is maximal ideal. So, the one-to-one correspondence between points ofX and maximal ideals
of C(X) fails by the cardinality argument, since there is only one maximal ideal in C(X)
and there are more than one points in X .

For (X, τ) compact Hausdorff, we have a map φ: X → maxspec(C(X)), due to the-
orem 2.20, where x 7→ mx = {f ∈ C(X) | f(x) = 0}. We claim that φ is a continuous
map where maxpsec(C(X)) is equipped with the Zariski topology (defined in the
appendix A).
Consider a closed set V (E) ⊆ maxspec(C(X)). Using theorem 2.20 we can write
V (E) = {mx | E ⊆ mx, x ∈ X}. We claim that φ−1(V (E)) = {x ∈ X|f(x) = 0,
for all f ∈ E}. First, let x0 ∈ X such that f(x0) = 0 for all f ∈ E. To prove that
x0 ∈ φ−1(V (E)), that is, to prove that φ(x0) ∈ V (E) that is mx0 ∈ V (E), that is,
E ⊆ mx0 . So, let f ∈ E ⊆ C(X), then we have f(x0) = 0 which implies f ∈ mx0 .
This takes care of one inclusion. Now, for the reverse inclusion, let y ∈ φ−1(V (E)),
which implies φ(y) ∈ V (E) which in turn implies my ∈ V (E) hence, E ⊆ my. So,
letting f ∈ E we get f(y) = 0 since E ⊆ my. This completes the proof of the claim.
Now, it is easy to see that {x ∈ X | f(x) = 0 for all f ∈ E} is closed set in τ . For
some f ∈ E the set {x ∈ X | f(x) = 0} is a closed set, since f is continuous and
{0} is a closed set. Now, {x ∈ X | f(x) = 0 for all f ∈ E} is just the intersection of
closed sets which is also a closed set. Hence, φ is a continuous map. Now we claim
that φ is more than a continuous map, it is a homeomorphism.

Lemma 2.24. Let X be a compact space and Y be a Hausdorff space and f : X → Y be a
continuous bijection. Then f is a homeomorphism.

Proof. It remains to prove that the map f is an open map. But since f is a bijection
it is enough to show that f is a closed map, meaning f sends closed sets to closed
sets. So, let C ⊆ X be closed. SinceX is compact C is also compact. Hence the con-
tinuous image f(C), of C is also compact. Now, since Y is Hausdorff, the compact
subset f(C) is closed.

Proposition 2.25. Let X be a compact Hausdorff space, then φ: X → maxspec(C(X))
where x 7→ mx, is a homeomorphism.

Proof. Let us first prove that φ is injective. Let x, y ∈ X be distinct points. Since
X is compact Hausdorff, it is normal. So, using Urysohn’s lemma there exists a
continuous function fx such that fx(x) = 0, fx(y) = 1 which implies fx ∈ mx but
fx /∈ my which in turn implies φx = mx 6= my = φ(y). This prove the injectivity of
φ. Surjectivity of φ comes directly from theorem 2.20. So, to prove this proposition
using the previous lemma it remains to prove that maxspec(C(X)) is Hausdorff.
Since we have proved that φ is a bijection, two distinct points of maxspec(C(X))
can be considered as mx and my, where x, y are distinct points in X . It is enough
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to show that there exists f, g ∈ C(X) such that mx /∈ V (〈f〉),my /∈ V (〈g〉), and
V (〈f〉)∪V (〈g〉) = maxspec(C(X)). Now, sinceX is Hausdorff, there exists disjoint
open sets Ux, Uy containing x, y respectively. Since compact Hausdorff spaces are
normal and normal spaces are Tychonoff spaces, there exist continuous functions
f, g such that f(x) = 1, f(UC

x ) = {0}, similarly, g(y) = 1, g(UC
y ) = {0}. Now see

that 〈f〉 6⊂ mx since mx is the set of all continuous functions vanishing at x, but f
does not vanish at x, hence mx /∈ V (〈f〉), similarly my /∈ V (〈g〉). Now to prove that
V (〈f〉)∪ V (〈g〉) = maxspec(C(X)). One inclusion is obvious. For the other one, let
P be a maximal ideal inC(X). Observe thatUC

x ∪UC
y = X which implies f ·g ≡ 0 on

X and we know 〈f · g〉 = 〈f〉〈g〉 and every ideal contains 〈0〉. So, 〈f〉〈g〉 = 〈0〉 ⊆ P .
Now, since maximal ideal is a prime ideal, either 〈f〉 ⊆ P or 〈g〉 ⊆ P or both, which
implies P ∈ V (〈f〉) or P ∈ V (〈g〉) or both. This makes maxspec(C(X)) Hausdorff
and φ a homeorphism.

Since we are discussing relationships between two collections of objects, namely,
compact Hausdorff topological spaces and rings of continuous functions over com-
pact Hausdorff spaces, one can naturally ask if the equivalence of structures pre-
served when we go from one side to other. This leads us to a version of the state-
ment of Banach-Stone theorem.

Theorem 2.26 (Banach-Stone theorem). [5, 21] Let X and Y be compact, Hausdorff
spaces, then X and Y are homeomorphic if and only if C(X) and C(Y ) are isomorphic as
rings.

Proof. (⇒) This side is trivial, since given a homeomorphism f : X → Y one can
define a map φ : C(Y ) → C(X) such that (g : Y → R) 7→ (g ◦ f : X → R). It is
easy to check that this map is indeed a ring homorophism, and one can define a
map ψ : C(X) → C(Y ) such that (g : X → R) 7→ (g ◦ f−1 : Y → R) which implies
φ ◦ ψ = Id, ψ ◦ φ = Id. Hence, C(X) and C(Y ) are indeed isomorphic.
(⇐) Let C(X) and C(Y ) be isomorphic, which implies maxspec(C(X)) and
maxspec(C(Y )) are homeomorphic, hence invoking proposition 2.25 we get X and
Y to be homoeomorphic. This completes the proof.

Lemma 2.27. Let X, Y be topological spaces and f : X → Y be a homeomorphism, then
open sets of X and Y are in one-to-one correspondence with each other.

Proof. We claim that any open set U ⊆ X can be written as U = f−1(V ) for a unique
open set V ⊆ Y . Let U ⊆ X be a fixed open set. Considering V = f(U), we get
U = f−1(V ). So, the existence part is clear. Now, let there exist two such open
sets V1, V2. Since f is an injection, f ◦ f−1 is an identity map. Hence, applying f to
f−1(V1) = U = f−1(V2), we get V1 = V2. This completes the proof.

Taking motivation from proposition 2.25 we can put a weaker topology on a space
X , which we will call the Zariski topology on X and denote it by τZariski. A set
C ⊆ X is said to be closed if there exists an ideal J ⊆ C(X) such that C = Z(J) :=
{x ∈ X | f(x) = 0 for all f ∈ J}. Let us first check that this indeed forms a topology.
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For C = ∅ , we have J = C(X), since C(X) contains non-zero constant functions.
For C = X , we have J = 〈0〉. Now let {Z(Ji)}i∈Ibe an arbitrary collection of closed
sets. Consider K to be the smallest ideal containing

⋃
i∈I

Ji, that is, we claim that⋂
i∈I

Z(Ji) = Z(K). Let x ∈
⋂
i∈I

Z(Ji), which implies x ∈ Z(Ji) for all i ∈ I hence

f(x) = 0 for all f ∈ Ji, i ∈ I which implies f(x) = 0 for all f ∈
⋃
i∈I

Ji. Now it

can be easily seen by method of contradiction that f(x) = 0 for all f ∈ K, that is
x ∈ Z(K). Now, for the reverse inclusion, let x ∈ Z(K), which implies f(x) = 0
for all f ∈ K and since Ji ⊆ K for all i ∈ I , we have f(x) = 0 for all f ∈ Ji, i ∈ I

which implies x ∈
⋂
i∈I

V (Ji). Now, for the closure under finite union, let K =
n⋂
i=1

Ji.

Let x ∈
n⋃
i=1

Z(Ji), which implies x ∈ Z(Ji0) for some i0 ∈ {1, 2, · · · , n}. So, f(x) = 0

for all f ∈ Ji0 and as K ⊆ Ji0 , we have f(x) = 0 for all f ∈ K, hence x ∈ Z(K).
Now, let x ∈ Z(K). Let if possible, there does not exist any i such that x ∈ Z(Ji).
So, for each i ∈ {1, 2, · · · , n} there exists fi ∈ Ji such that fi(x) 6= 0. Then consider

f :=
n∏
i=1

fi ∈ K and the construction implies f(x) 6= 0 but f(x) = 0 since f ∈ K and

x ∈ Z(K). This gives us a contradiction. Hence, it is indeed a topology on X .
Note that, if (X, τ) any topological space, then τZariski ⊆ τ simply because any
closed set in τZariski is intersection of {x ∈ X | f(x) = 0} for some f ∈ C(X) which
are closed sets in τ . But when the topological space X is compact Hausdorff, from
proposition 2.25, lemma 2.27 and the definition of Zariski topology on X we get
τ = τZariski.

15



3 Line bundles and double covers

In this chapter, we will be studying the following objects: double covers of cer-
tain topological spaces, index two subgroups of the fundamental groups of some
topological spaces, and line bundles. We will establish one-to-one correspondences
among these structures when the underlined topological space is same. We will see
that these correspondences will agree over the isomorphism classes of each object.
The constraints on the space for respective correspondences are discussed in detail
in the chapter, since the correspondences are not valid for any general topological
space. We will refer [9, 20] for this chapter.

3.1 Definitions and Preliminaries

Proposition 3.1. A space X is simply connected if and only if there is a unique based
homotopy class of path connecting any two points in X .

Proof. We know that the definition of simply connectedness inherently assumes the
path-connectedness.
(⇒) Let π1(X) = 0. If f and g are two paths from x0 to x1, then f is homotopic to fgg
and similarly, fgg is homotopic to g, since, the loops gg and fg are each homotopic
to constant loops.
(⇐) If there is only one homotopy class of path connecting a basepoint x0 to itself,
then all loops based at x0 are homotopic to the constant loop. Hence, π1(X, x0) =
0.

Proposition 3.2. A subgroup H of index two of a group G is normal.

Proof. First, let us recall that the cosets partition the group. So if there are only
two cosets, one of which is the subgroup itself, then the second coset must be the
remaining elements other thanH . So the cosets ofH inG areH andHC . Let g ∈ G.
Case 1: g ∈ H . Then gH = H = Hg. Case 2: g 6∈ H . Then gH 6= H and so
gH = HC . Likewise, Hg 6= H so, Hg = HC . Therefore, gH = Hg. Hence, H is
normal in G.

Definition 3.3 (Locally path-connected). A topological spaceX is said to be locally path-
connected, if for any given point x ∈ X and an open set U there exists a open set V such
that x ∈ V ⊆ U and V is path-connected.

Definition 3.4 (Semi-locally simply connected). A topological space X is said to be
semi-locally simply connected, if for any given point x ∈ X there exists an open set U
containing x such that any loop in U is nullhomotopic in X .

Definition 3.5 (Double cover). Let X be a topological space. A covering space of X is a
topological space X̃ together with a continuous surjective map p : X̃→X, such that for each
x ∈ X , there exists an open neighborhood U containing x, such that p−1(U) is a disjoint
union of two open sets in X̃ , each of which is mapped homeomorphically onto U by p.
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Definition 3.6 (Isomorphism of covering spaces). Two covering spaces (X̃1, p1), (X̃2, p2)
over same topological spaceX are said to be isomorphic, if there exists a homeomorphism f :
X̃1→ X̃2 such that p1 = p2 ◦ f .

Definition 3.7 (Trivial double cover). LetX be a topological space, then X̃ := X tX =
X × {0} ∪X × {1} and p((x, 0)) := x, p((x, 1)) := x for all x ∈ X forms a double cover.
This is called the trivial double cover.

Proposition 3.8 (Lifting criterion). Suppose we are given a covering space p : (X̃, x̃0)→
(X, x0) and a map f : (Y, y0)→ (X, x0) with Y path-connected and locally path-connected.
Then a lift f̃ : (Y, y0)→ (X̃, x̃0) of f exists if and only if f∗(π1(Y, y0)) ⊆ p∗(π1(X̃, x̃0)).

Proof. (⇒) This is immediate from f = p ◦ f̃ , which implies f∗ = p∗ ◦ f̃∗.
(⇐) Let y ∈ Y , γ be a path in Y from y0 to y. Consider the path fγ in X starting
at x0 and its unique lift f̃ γ starting at x̃0. Define f̃(y) := f̃ γ(1) for all y in Y . In
order to show that this f̃ is well-defined (that is, it is independent of choice of γ)
consider γ′ another path from y0 to y. Then (fγ′)(fγ) is a loop (say h0) at x0 with [h0]
∈ f∗(π1(Y, y0)) and since, f∗(π1(Y, y0)) ⊆ P∗(π1(X̃, x̃0)) there is a homotopy ht of h0

to a loop h1 such that h̃1 is a loop at x̃0, so is h̃0. By uniqueness of lifted paths, first
half of h̃0 is f̃ γ′ and the second half is f̃ γ with common mid-point f̃ γ(1) = f̃ γ′(1).
Hence, f̃ is well-defined. Now, to show that f̃ is continuous, let U ⊆ X be an open
neighbourhood of f(y) having a lift Ũ ⊆ X̃ containing f̃(y) such that p : Ũ → U
is homeomorphism. Now, choose a path-connected neighbourhood V of y with
f(V ) ⊆ U . (Note that such a neighbourhood exists due to continuity of f and local
path-connectedness of Y ). For paths from y0 to y′(∈ V ), consider the path which
is γ in the beginning from y0 to y; followed by a path η in V from y to y′. Then,
(fγ)(fη) in X will have lifts (f̃ γ)(f̃ η) where, f̃ η = p−1(fη). Thus f̃(V ) ⊆ Ũ and
f̃ |V = p−1 ◦ f . Hence, f̃ is continuous at y since, p−1, f are continuous on f(V ) and
V respectively.

Proposition 3.9 (Unique lifting property). Given a covering space p : X̃ → X and a
map f : Y → X with two lifts f̃ 1, f̃ 2 : Y → X̃ that agree on one point of Y , then if Y is
connected, these two lifts must agree on all points in Y .

Proof. Let y ∈ Y be a point. Let U be an open neighbourhood of f(y) inX for which
p−1(U) is a disjoint union of open sets Ũα each mapped homeomorphically to U by
p. Let Ũ1 and Ũ2 be the sets containing f̃1(y) and f̃2(y) respectively. By continuity of
f̃1 and f̃2 there is a neighbourhoodN of ymapped into Ũ1 by f̃1 (that is, f̃1(N) ⊆ Ũ1)
and into Ũ2 by f̃2. Since, Ũ1, Ũ2 ∈ {Uα}, Ũ1 and Ũ2 can either be disjoint or equal.
So, if f̃1(y) 6= f̃2(y) then they are disjoint, hence f̃1 6= f̃2 throughout N . On the
other hand, if f̃1(y) = f̃2(y) then Ũ1 = Ũ2. Now, since f̃1, f̃2 are lifts of f , and
p ◦ f̃1 = f = p ◦ f̃2 and since, p is injective on Ũ1(= Ũ2), hence f̃1 = f̃2 on N . Thus,
the set N is both open and closed (and non-empty) hence, using connectedness of
Y , we are done.
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Proposition 3.10. Let p : X → Y be a covering map. Then the induced map p∗ :
π1(X, x0)→ π1(Y, p(x0)) is an injective map.

Proof. First consider the statement of homotopy lifting property. Let p : X → Y be
a covering map, and let ft : Z → Y be a homotopy, with f̃0 : Z → X a lift of f0.
Then there is a unique homotopy f̃t : Z → X of f̃0 lifting ft. Now, let Z = I , so that
f̃0 is a path in X . Suppose that p ◦ f̃0 = f0 is trivial in π1(Y, p(x0)), so that we have
a homotopy ft : I → Y taking f0 to the constant path f1. By the homotopy lifting
property, this gives us a homotopy f̃t which takes f̃0 to a lift of the constant path.
By uniqueness, a lift of the constant path in Y is the constant path in X , so that in
fact f̃0 is trivial in π1(X, x0).

Definition 3.11 (Vector bundle). A vector bundle over a topological space X is a pair
(E, π) satisfying the following conditions:
(i) E is a topological space, which is also called total space.
(ii) π : E → X is a continuous surjective map, which is also called the projection of vector
bundle.
(iii) There is a fixed r ∈ N (rank of E) such that for each p ∈ X , π−1(p) is an r-dimensional
vector space over R. Moreover, π−1(p) is called fiber over p denoted by Ep.
(iv) Condition of local triviality: For each point p ∈ X , there is a neighbourhood U of p
which is also called as trivializing neighbourhood and a homeomorphism φ : U × Rr →
π−1(U) ⊆ E such that for any fixed q ∈ U , the map v → φ(q, v) is linear isomorphism
of Rr onto the fiber Eq. Since the map φ is a homeomorphism, we sometimes use φ−1 but
abuse it as φ itself.

Due to this local structure, one can feel that there is some resemblance between vec-
tor bundles and manifolds, so using this thought we define some of the following
things.

Definition 3.12 (Chart). Let (E, π) be a vector bundle over a topological space X . Then
(U, φ) is called a chart if U is a trivializing neighbourhood and φ is a homeomorphism
corresponding to the set U . A chart is also called a trivialization.

Definition 3.13 (Atlas). Let (E, π) be a vector bundle over a topological space X . Then
(Uα, φα)α∈I is called an atlas if {Uα}’s are trivializing neighbourhoods and for each α, φα
is a trivialization corresponding to the sets Uα and {Uα}α∈I covers X .

Definition 3.14 (Line bundle). A vector bundle (E, π) is called a line bundle if the rank
of the bundle is one.

As per the usual practice in mathematics, we will now define morphisms between
vector bundles, in particular, when can we say that two vector bundles are equiva-
lent in a certain sense.

Definition 3.15 (Isomorphism of vector bundles). Two vector bundles (E1, π1), (E2, π2)
over a same base space X are said to be isomorphic if there exists a map f : E1 → E2 such
that f is a homeomorphism, π1 = π2 ◦ f , and f is a linear isomorphism between fibers over
p if we fix a point p in X .
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Definition 3.16 (Trivial vector bundle). A vector bundle of rank r over a space X is
called trivial, if (E, π) ∼= (X × Rr, π̃) where, π̃ is the projection onto the first co-ordinate.
We will denote it by εr.

Again, taking motivation from manifold theory, we define the following.

Definition 3.17 (Transition functions). Let (E, π) be a vector bundle on a topological
space X with an open covering {Uα} satisfying the condition of local triviality. Now, if
Uα ∩ Uβ is non-empty, then we have two homeomorphisms:
φα : Uα ∩ Uβ × Rr → π−1(Uα ∩ Uβ)
φβ : Uα∩Uβ×Rr → π−1(Uα∩Uβ) And we define the transition functions tαβ : Uα∩Uβ →
GL(r,Rr) such that tαβ|x := (φ−1

α ◦ φβ)x.

Lemma 3.18. Let (E, π) be a vector bundle over a topological space X . Let {Ui}i∈I be
trivializing neighbourhoods. Then, the transition functions are continuous.

Proof. Let {φi}i∈I be the corresponding trivializations. Then, we have (φ−1
α ◦φβ)(x, v) =

(x,A(x), v). Since φ−1
α , φβ are continuous, so (x, v) 7→ (x,A(x)v) is continuous.

Hence, it is continuous in both the variables x, and v. Hence, x 7→ (x,A(x)v) is con-
tinuous. Now, since a composition of continuous functions is continuous, hence
x 7→ (x,A(x)v) 7→ A(x)v is continuous, as pr2 is a continuous function. Hence, for
each fixed v ∈ Rk, we get x 7→ A(x), which is continuous.

Definition 3.19 (Direct sum of vector bundles). Let (E1, π1) and (E2, π2) be two vector
bundles over a topological spaceX . Then the direct sum of (E1, π1) and (E2, π2) is a vector
bundle over space X with the total space E1 ⊕ E2 := {(a, b) ∈ E1 × E2|E1(a) = E2(b)},
and the projection π : E1⊕E2 → X , defined as π(a, b) := π1(a)(= π2(b)) and it is denoted
as (E1 ⊕ E2, π1 ⊕ π2).

Theorem 3.20 (Vector bundle construction theorem). LetX be topological space. Given
an open cover {Ui}i∈I of X and a set of continuous functions tij : Ui ∩ Uj → GL(r,Rr)
defined on each nonempty overlap, such that the cocycle condition tik(x) = tij(x)tjk(x)
for all x ∈ Ui ∩ Uj ∩ Uk holds, then there exists a vector bundle (E, π) of rank r which is
trivializable over {Ui}i∈I with transition functions tij .

Proof. Define T :=
⊔
i∈I

Ui × Rk = {(i, x, y)|i ∈ I, x ∈ Ui, y ∈ Rk} (with disjoint union

topology and product topology). Define a relation ∼ on T as follows:

(j, x, y) ∼ (i, x, tij(x)y) for all x ∈ Ui ∩ Uj, y ∈ Rk.

Claim: This relation is an equivalence relation.
(i, x, y) ∼ (i, x, y) since tii(x) = 1 for all i ∈ I, x ∈ Ui (which is immediate from the
cocycle condition). So, we have reflexivity. Similarly, symmetry comes from the
fact that tij(x) = (tji(x))−1 (which is again immediate from the cocycle condition)
and for the transitivity part we have

(i, x, y) ∼ (j, x, tji(x)y); (j, x, tji(x)y) ∼ (k, x, tkj(x)tji(x)y) = (k, x, tki(x)y)
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by cocycle condition and (i, x, y) ∼ (k, x, tki(x)y) is true by the definition of ∼.
Hence, the claim is proved. Now, consider E := T/∼ (with the quotient topol-
ogy) and π : E → X as π([(i, x, y)]) := x; φi : Ui × Rk → π−1(Ui) such that
φi(x, y) := [(i, x, y)]. The map π is continuous since it is composition of quotient
map and projection map, similarly φi’s are also continuous since, they are compo-
sitions of inclusion map and quotient map.
Now, it remains to verify that transition functions of this constructed bundle are
indeed the tij’s we started off with. Let p ∈ Ui ∩ Uj be a fixed point then p gets
mapped to tij(p) by the map φ−1

i ◦ φj and we are done.

Due to this theorem, one can define a vector bundle using the information about
the transition functions. We will use this alternative way of defining vector bundles
for our further study and denote the corresponding vector bundle as (U , g) where,
U = {Ui}i∈I are trivializing neighbourhoods, and {gij}i,j∈I are the corresponding
transition functions. Also, we get a corresponding alternative definition for the
vector bundle isomorphism due to the proposition 3.22.

Lemma 3.21. Let (E1, π1), (E2, π2) be two vector bundles over a spaceX , then there exists
an open cover of X which can be treated as trivializing neighbourhood for both E1 and E2.

Proof. Let {(Ui, φi)i∈I}, {(Vj, ψj)j∈J} be atlases of E1, E2 respectively. Then we can
consider the open sets of the form Ui ∩ Vj for i ∈ I, j ∈ J . Note that this covers the
whole space. Now, define new trivializations φ̃ij := φi|Ui∩Vj and ψ̃j := ψj|Ui∩Vj .
Note that this argument can be extended to a collection of finitely many vector
bundles over a same base space.

Proposition 3.22. Let (E, π), (E ′, π′) be two vector bundles of rank r over same base space
X , also, with same trivializing neighbourhoods {Ui}i∈I but with transition functions tij, t′ij .
Then E and E ′ are isomorphic if and only if there exist continuous fuctions ti : Ui →
GL(r,R) such that t′ij(x) = t−1

i (x)tij(x)tj(x) for all x ∈ Ui ∩ Uj, for all i, j ∈ I .

Proof. (⇐) To define a map f : E → E ′ which will be homeomorphism and linear
isomorphism for fixed p ∈ X , define f([(i, x, v)]) := [(i, x, ti(x)v)]. To check that it is
well-defined, consider another representative from the same class, say (j, x, tji(x)v).
Then

f([(j, x, tji(x)v)]) = [(j, x, tj(x)tji(x)v)] = [(i, x, t′ij(x)tj(x)tji(x)v)]

and we have:

[(i, x, t′ij(x)tj(x)tji(x)v)] = [(i, x, ti(x)tij(x)tji(x)v)] = [(i, x, ti(x)v)].

Hence, it is well-defined. It is homeomorphic due to construction and for fixed
p ∈ X . Moreover, v gets mapped to tiv which is just scaling by an invertible matrix,
hence, it is a linear isomorphism after fixing a point.
(⇒) Let us define ti : Ui → GL(r,R) as follows:

ti(x) := (v
i−→ (x, v)

k−→ (x, ti(x)v)→ ti(x)v)
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Here, k denotes φ′−1
i ◦f◦φi. This map is clearly linear and invertible. Also, it satisfies

the equation: tj(x)tji(x) = t′ji(x)ti(x) since, tij = φ−1
i φj . Now, to prove that ti’s are

continuous, we can use the similar method as we did for proving lemma 3.18. The
only difference is (φ−1

α ◦φβ) will be replaced by (φ′i
−1 ◦f ◦φi) which can still be used

since φi, φ′i and f are homeomorphisms.

Definition 3.23 (Whitney sum of vector bundles). Let (E1, g) and (E2, g
′) be two vec-

tor bundles of rank k, l respectively over a topological space X . Let {Ui}i∈I be a common
refinement of trivializing neighbourhoods which coverX . Then the Whitney sum of (E1, g)
and (E2, g

′) is a vector bundle over space X defined using transition data as follows:

(g ⊕ g′)ij : Ui ∩ Uj → GLk+l(R)

(g ⊕ g′)ij :=

[
gij(x) 0

0 g′ij(x)

]
That is, fiber over each x ∈ X in the Whitney sum is the direct sum of fibers over x in the
vector bundles in the summand. Denote this by E1 ⊕W E2.

Proposition 3.24. Let (E1, π1), (E2, π2) be two vector bundles over a space X , then the
direct sum E1 ⊕ E2

∼= E1 ⊕W E2.

Proof. E1 ⊕W E2 ⊆ E1 ⊕ E2 is trivial. For the other side, let (e1, e2) ∈ E1 ⊕ E2,
that is π1(e1) = π2(e2) = x (say). We can write (e1, e2) = (e1, 0x) + (0x, e2),that is,
as sum of two elements which come from the sets which are isomorphic to E1 and
E2. Where 0x is the zero vector in the fiber (Ei)x i = 1, 2. Moreover, intersection of
these two sets is also zero. Hence the proof is complete. So, from now on, we will
write E1 ⊕ E2 for both direct sum as well as Whitney sum of E1 and E2.

Definition 3.25 (Refinement). Let X be a topological space and let U = {Ui}i∈I be an
open cover of X . Then V = {Vj}j∈J is called a refinement of U if V is an open cover of X ,
and for each j ∈ J , there exists an i ∈ I such that Vj ⊆ Ui.

Definition 3.26 (Locally finite collection). A collection {Ui}i∈I of subsets of a topological
spaceX is said to be locally finite, if for each point x ∈ X , there exists an open neighbourhood
Ux of x such that {i ∈ I|Ux ∩ Ui 6= ∅} is a finite set.

Definition 3.27 (Paracompact space). A topological space X is said to be paracompact,
if its any open cover has a refinement, which is locally finite.

Remark 3.28. IfX is a paracompact topological space, then its any open cover (say, {Uα}α∈I)
has a refinement (say, {Vβ}β∈J ), which is locally finite in a stronger sense, meaning for each
point x ∈ X there exists an open set Vx ∈ {Vβ}β∈J such that {β ∈ J |Vx ∩ Vβ 6= ∅}
is a finite set. In order to see a proof of this, let {Uα}α∈I be an open cover. Now, due to
the paracompactness there exists a locally finite refinement, say, {Wζ}ζ∈K . Now, due to
local finiteness, for each x ∈ X , there exists an open neighbourhood Ux of x such that
{ζ ∈ K|Ux ∩Wζ 6= ∅} is a finite set. Now, define Vx,ζ := Ux ∩Wζ for all x ∈ X, ζ ∈ K.
So, it is clear from the construction that the refinement {Vx,ζ}x∈X,ζ∈K of {Uα}α∈I is indeed
locally finite in a stronger sense.
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Definition 3.29. Let f ∈ C(X). The support of f := f−1(R− {0}). It is denoted by
Supp(f).

Definition 3.30 (Partition of unity). LetX be a topological space and {Uα}α∈J be an open
cover of X . Then a partition of unity is a collection of continuous functions {φα}α∈J ⊆
C(X, [0, 1]) such that supp(φα) ⊆ Uα for allα ∈ J , for each point x ∈ X , φα(x) is non-zero
for at most finitely many α’s in J ,

∑
α∈J

φα(x) = 1 for all x ∈ X .

Lemma 3.31. Let X be a topological space, let {Ui}i∈I be an open cover, and let (φ : J →
I), {Vj}j∈J , be a refinement to a locally finite cover. Then {Wi}i∈I with Wi :=

⋃
j∈φ−1(i)

Vj is

still a locally finite refinement of {Ui}i∈I .

Proof. It is clear by construction that Wi ⊆ Ui for each i ∈ I , hence we have a
refinement. So, we need to show local finiteness. Consider a point x ∈ X . By
assumption, {Vj}j∈J is locally finite, hence there exists a neighbourhoodUx of x and
a finite set K ⊆ J such that Ux ∩ Vj = ∅ for all j ∈ J −K. Hence, by construction,
Ux ∩Wi = ∅ for all i ∈ I − φ(K). Since φ(K) ⊆ I is also a finite set we get that
{Wi}i∈I is locally finite.

Lemma 3.32. Let X be a normal space, A be a closed set contained in an open set U . Then
there exists an open set V such that A ⊆ V and V ⊆ U .

Proof. Consider two disjoint closed subsetsA andB = UC . SinceX is normal there
exist disjoint open sets V,W containingA,B respectively. So, it is sufficient to prove
that V ⊆ U . We know that, by definition, V =

⋂
C is closed, V⊆C

C. So, since V ⊆ WC

and WC is closed as W is open, we get V ⊆ WC , and we have UC = B ⊆ W which
implies WC ⊆ (UC)C = U which in turn implies V ⊆ WC ⊆ U .

Lemma 3.33 (Shrinking lemma). Let X be a normal space and let {Ui}i∈I be a locally
finite open cover. Then there exists another open cover {Vi}i∈I such that Vi ⊆ Vi ⊆ Ui for
all i ∈ I .

Proof. Consider an α ∈ I . Denote Aα := X −
⋃

i∈I, i 6=α

Ui. This is a closed subset

of X , moreover, Aα ⊆ Uα. Hence, using the lemma 3.32 there exists an open set
Vα containing Aα such that Vα ⊆ Uα. Since α was chosen arbitrarily, we get the
result.

Lemma 3.34 (Urysohn’s lemma). A topological space X is normal if and only if for any
two given disjoint closed sets A,B ⊆ X , there exists f ∈ C(X, [0, 1]) such that f(a) = 0
for all a ∈ A and f(b) = 1 for all b ∈ B.

Proposition 3.35. Let X be a paracompact Hausdorff space. Then for every open cover
{Ai}i∈I there is a subordinate partition of unity.
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Proof. Let {Ui}i∈I be a locally finite refinement of {Ai}i∈I which exists due to para-
compactness of X moreover, by lemma 3.31 we may assume that this has same
index set. It is now sufficient to show that this locally finite cover {Ui}i∈I admits a
subordinate partition of unity, since this will then also be subordinate to the origi-
nal cover. Since paracompact Hausdorff spaces are normal by lemma C.4, we may
apply lemma 3.33 to the given locally finite open cover {Ui}i∈I , to obtain a smaller
locally finite open cover {Vi}i∈I , and then apply the lemma once more to that result
to get a yet small open cover {Wi}i∈I , so that now Wi ⊆ Wi ⊆ Vi ⊆ Vi ⊆ Ui for all
i ∈ I . It follows that for each i ∈ I , we have two disjoint closed subsets, namely the
Wi and X − Vi. Now since paracompact Hausdorff spaces are normal, Urysohn’s
lemma says that there exist continuous functions hi : X → [0, 1] with the property
that hi(Wi) = {1}, hi(X − Vi) = {0}. In particular, h−1

i ((0, 1]) ⊆ Vi and hence that
Supp(hi) = h−1

i (0, 1] ⊆ Vi ⊆ Ui. It just remains to normalize these functions so
that they indeed sum to unity. So, consider the continuous function h : X → [0, 1]

defined on x ∈ X by h(x) :=
∑
i∈I

hi(x). Notice that the sum on the right has only

a finite number of non-zero summands, due to the local finiteness of the cover, so
this is well-defined. Moreover, notice that h(x) 6= 0 because {Wi}i∈I is a cover so
that there is ix ∈ I with x ∈ Wix , and since hi(Wix) = {1}, by the above. Hence

it makes sense to define fi :=
hi
h

. This now implies
∑
i∈I

fi ≡ 1, and so, {fi}i∈I is a

partition of unity as required.

Definition 3.36. Let (U , g), (U , g′) be two vector bundles over a same space X with tran-
sition functions over a common refinement U = {Ui}i∈I . Then we define tensor product of
E1 and E2 and denote it by E1 ⊗ E2 as (U , g ⊗ g′).

For this definition to make sense, one needs to check that the transition functions
g ⊗ g′ satisfy the cocycle data. But this is evident since, for each x ∈ X

(gij(x)⊗g′ij(x)) · (gjk(x)⊗g′jk(x)) = (gij(x) ·g′ij(x)⊗ (gjk(x) ·g′jk(x))) = gik(x)⊗g′ik(x)

Definition 3.37 (Euclidean structure). Let (E, π) be a vector bundle over a topological
spaceX . A Euclidean structure on the vector bundle is a bundle map g : E⊗E → (ε1, pr1)
such that for each x ∈ X , we get an inner product over the vector spaceEx when we restrict
the map g to (Ex ⊗ Ex).

Remark 3.38. If (E, π) is a vector bundle of rank k over a space X with the trivializing
neighbourhoods {Ui}i∈I . Then a Euclidean structure on E is equivalent to a collection of
maps Ai = 〈·, ·〉Ui : Ui → Mk(R) such that 〈·, ·〉x is a positive definite symmetric matrix
and for x ∈ Ui, 〈v, w〉x := 〈φ−1

i (x, v), φ−1
i (x,w)〉g satisfying

〈v, w〉Uj ≡ 〈gij(·)v, gij(·)w〉Ui for x ∈ Ui ∩ Uj.

Remark 3.39. If (E, π) is a trivial vector bundle of rank k over a space X then there exists
a Euclidean structure on E. Since, there is a global chart namely, the set whole set X itself.
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So, we can define an inner product 〈v, w〉x := 〈pr2(x, v), pr2(x,w)〉Rk for all x ∈ X . Note
that this satisfies the required conditions mentioned in the remark 3.38 as φ−1 = pr2 for
trivial vector bundles, and there is only one transition function and that too is equal to
identity matrix.

Proposition 3.40. Let (E, π) be a vector bundle of rank k over a topological space X . If X
is paracompact and Hausdorff, then we get a Euclidean structure on (E, π).

Proof. Let {(Ui, φi)}i∈I be an atlas ofE and {ρi}i∈I be a partition of unity subordinate
to {Ui}i∈I . For each i ∈ I , defineAi : Ui →Mk(R) as 〈v, w〉x := 〈pr2(x, v), pr2(x,w)〉Rk .
Now, extendAi’s to Ãi’s by multiplying it by ρi. Now we will construct a Euclidean
structure on E as follows: For each x ∈ X there exists an open neighbourhood Vx
and a finite subset Jx ⊆ I such that Vx does not intersect with open sets in the collec-
tion {Ui}i∈I−Jx . Hence we can define

∑
i∈I

(ρi · Ai) as a map from Vx to Mk(R) which

is positive definite symmetric matrix for each x since it is a linear combination of
finitely many inner products with non-negative coefficients which do not vanish at
the same time. Now, it remains to prove that this function satisfies

〈v, w〉Uj ≡ 〈gij(·)v, gij(·)w〉Ui for x ∈ Ui ∩ Uj.

We can write gij(x) = (φj · φ−1
i )x. Hence it remains to check that the following is

true.
〈v, w〉Uj ≡ 〈(φj · φ−1

i )(x, v), (φj · φ−1
i )(x,w)〉Ui for x ∈ Ui ∩ Uj.

Now, using bilinearity of the inner product, it remains to prove that

〈φ−1
j (x, v), φ−1

j (x,w)〉Uj ≡ 〈φ−1
i (x, v), φ−1

i (x,w)〉Uifor x ∈ Ui ∩ Uj.

But this is true since φ−1
i (x, v) = φ−1

j (x, v) for x ∈ Ui ∩ Uj by the definition of E
being a vector bundle. Hence we are done.

Proposition 3.41. For any given line bundle (E, gij) over a paracompact topological space
X , there exists a line bundle (E ′, g′ij) such that g′ij ∈ {1,−1}, E and E ′ are isomorphic.

Proof. From proposition 3.40 we know that there exists a Euclidean structure on
E. Let {Ui}i∈I be the trivializing neighbourhood of E. So, the remark 3.38 implies
that there exists continuous functions Ai : Ui → M1(R)(= R) such that Ai(x) is a
positive definite symmetric matrix. Hence, we can use Schur’s decomposition [23]
for real matrices, which implies Ai(x) can be written as Ai(x) = U(x)D(x)U t(x),
where U(x) is an orthogonal matrix (that is U−1(x) = U t(x)) andD(x) is a diagonal
matrix since A(x) is symmetric. Moreover, The diagonal elements of D(x) are the
eigenvalues of matrix A(x) hence, they are positive, since A(x) is positive definite.
Let

√
Ai(x) denote the positive square root of Ai(x) (entrywise). From the remark

3.38 we also have that vtAj(x)w = (gij(x)v)tAi(x)gij(x)w, for all v, w ∈ R, x ∈ Ui∩Uj .
This implies Aj(x) = gtij(x)Ai(x)gij(x). Now using the symmetry of the matrices,
we can write it as √

Atj
√
Aj = gtij(x)

√
Ati(x)

√
Ati(x)gij(x)
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After rearranging the terms we get,((√
Atj

)−1

gtij
√
Ati

)(√
Aigij

(√
Aj

)−1)
= Id

which implies
(√

Aigij

(√
Aj

)−1)
is orthogonal. It was sufficient to find hi : Ui →

GL1(R)(= R − {0}) such that hi · gij = g̃ij · hj on Ui ∩ Uj , where g̃ij ∈ {1,−1}. So,
hi =

√
Ai would work, simply because hi(x) · gij(x) · (hj(x))−1 =

√
Ai(x) · gij(x) ·√

Aj(x) ∈ {1,−1}. This completes the proof.

Remark 3.42. One can easily observe that the same procedure can be used to show that
when X is paracompact and a vector bundle E over X is of rank k, then we can find an
isomorphic vector bundle whose transition data lie in the group Ok(R).

Proposition 3.43. Let (E, tij), (E ′, t′ij) be two line bundles over a paracompact topologi-
cal space X with common trivializing neighbourhoods {Ui}i∈I which are isomorphic with
tij(x), tij(x)′ ∈ {1,−1} for all x ∈ Ui∩Uj for all i, j ∈ I then we can have corresponding
functions, ti’s such that ti(x) ∈ {1,−1} for all x ∈ Ui for all i ∈ I .

Proof. Using the proposition 3.41, and proposition 3.22 we can say that there exist
continuous functions hi : Ui → GL1(R) for every i ∈ I such that hi(x)t′ij(x) =
tij(x)hj(x) for all x ∈ Ui ∩ Uj , where tij, t′ij ∈ {1,−1}. Hence, taking absolute value

on both the sides, we get |hi(x)| = |hj(x)| for x ∈ Ui∩Uj . Now define ti(x) :=
hi(x)

|hi(x)|
for all x ∈ Ui. Note that this makes sense simply because hi’s are non-zero, as they
belong to GL1(R). Moreover, ti(x) ∈ {1,−1} for all x ∈ Ui, for all i ∈ I which
also satisfy the equation ti(x)t′ij(x) = tij(x)tj(x) for all x ∈ Ui ∩ Uj . Hence we are
done.

3.2 Galois Correspondence

We will refer [9] for this entire subsection. Now, let us first construct an index
two subgroup from a double cover. For this, note that we have a homomorphism
induced by the covering map (which is valid for any continuous map, not just cov-
ering) p∗ : π1(X̃, x̃0)→ π1(X, x0) such that p∗([γ]) := [pγ]. This implies p∗(π1(X̃, x̃0))
is a subgroup of π1(X, x0).

Proposition 3.44. The number of sheets of a covering space p: (X̃ ,x̃0)→ (X, x0) with X
and X̃ path-connected equals the index of p∗(π1(X̃, x̃0)) in π1(X, x0).

Proof. Let hg be an element in the right coset of p∗(π1(X̃, x̃0)) (=: H) with respect
to a loop g in X based at x0. Consider the lift of hg, which is h̃g̃. h̃g̃ ends at the
same point where g̃ ends, and does not depend on h̃ since it is a loop in X̃ (based at
x̃0). Now, define a map φ : {Hg|g ∈ π1(X, x0)} → p−1(x0) such that φ(Hg) := g̃(1).
The path-connectedness of X̃ implies that φ is surjective. Since, x̃0 can be joined to
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any point in p−1(x0) say, x̃1 by a path say, g̃ which can be projected using covering
map p to a loop say, g at x0. So that φ(Hg) = x̃1. Now, to show that φ is injective, let
φ(Hg1) = φ(Hg2) which implies that g1ḡ2 lifts to a loop g̃ 1̃̄g2 in X̃ based at x̃0. So,
g1g
−1
2 ∈ H ⇒ Hg1 = Hg2.

From the Proposition 3.22 we can say that, if it is a double cover, then the subgroup
will be of index two. This gives us a way of getting an index two subgroup starting
from a double cover and now we will see a method to get a double cover from an
index two subgroup of the fundamental group of a topological space with certain
constraints.

Theorem 3.45. Let X be path-connected, locally path-connected, semi-locally simply con-
nected space. Then there exists a simply connected covering space of X (say X̃). (That is,
π1(X̃) = 0)

Proof. Define X̃ := {[γ]|γ is a path in X starting at x0 } where, [ . ] denotes ho-
motopy class with fixed endpoints. Also, define p : X̃ → X such that p([γ]) :=
γ(1). This is well defined, since, endpoints are fixed and is surjective due to path-
connectedness. Let U be the collection of path-connected open sets U ⊆ X such
that π1(U) → π1(X) is trivial. If π1(U) → π1(X) is trivial for one choice of base-
point in U , then so is for all choices of basepoints due to path-connectedness of U .
A path-connected open subset V ⊆ U is also in U since the composition
π1(V )

i
↪−→ π1(U)→ π1(X) will also be trivial. Let x ∈ X be a point. Then there exists

an open set Ux which is simply connected, due to semilocal simply connectedness.
Now find a subset of Ux say, Vx which is path-connected. This is possible due to lo-
cal path-connectedness. Hence, the sets in the collection U coversX . Using similar
argument we can show that given U1, U2 ∈ U and p ∈ U1 ∩ U2 there exists U3 ∈ U
such that p ∈ U3 ⊆ U1 ∩ U2. This implies U is basis for the topology on X .
Now, given a set U ∈ U and a path γ in X from x0 to a point in U , define:

U[γ] := {[γη]|η is a path in U with η(0) = γ(1)}

Property: U[γ] = U[γ′] if [γ′] ∈ U[γ]. Proof of the property goes as follows: [γ′] ∈ Uγ
which implies γ′ = γη for some path η in U . Then the elements of U[γ′] will look
like [γηµ], which implies U[γ′] ⊆ U[γ] and elements of U[γ] can be written as [γµ] =
[γηηµ] = [γ′ηµ], which implies U[γ] ⊆ U[γ′].
We can define topology on X̃ by calling U[γ]’s as basis elements. Since, they cover
X̃ when we consider U = X and γ as a constant loop and finite intersection of
these sets is also open. To see this, consider two such sets U[γ] and V[γ′]. We will
show that for any element [γ′′] ∈ U[γ] ∩ Vγ′ there exists an open set W[γ′′] which
lies totally inside the intersection. Due to the previous property [γ′′] ∈ U[γ] ∩ V[γ′]

implies U[γ] = U[γ′′] and V[γ′] = V[γ′′]. Since U is a basis, there exists W ∈ U such
that γ′′(1) ∈ W ⊆ U ∩ V , which implies [γ′′] ∈ W[γ′′] ⊆ U[γ] ∩ V[γ′]. Now we claim
that (X̃, p) is indeed a covering with p−1(U) =

⊔
α∈π1(X)

U[αγ] for any fixed path γ in
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X , that is, X̃ forms a covering space of degree |π1(X)|. In order to prove this claim,
it is clear from the definition of p that p−1(U) =

⋃
ζ(1)∈U

U[ζ]. Now, we will show that

U[ζ] = U[αγ] for some α ∈ π1(X) for a fixed γ such that γ(1) ∈ U . Note that end point
at time 1 of ζ and γ does not matter. (Refer figure 4).

Figure 4: Use of path-connectedness of U .

Since there is a path say, τ1 from γ(1) to ζ(1) due to path-connectedness of U and
similarly a path say, τ2 from ζ(1) to γ(1) and τ1τ2 is nullhomotopic to a point in X
since, U is simply connected. So, consider the situation when ζ(1) = γ(1). (Refer
figure 5).

Figure 5: Use of simply-connectedness of U .

Then α = ζγ serves the purpose and to show that U[α1γ] ∩ U[α2γ] is empty, let us
assume the contrary. Let [β] ∈ U[α1γ] ∩ U[α2γ] then, β ∼ α1γη1 ∼ α2γη2, hence
[α1γη1η2γα2] = 0 and we have [η1η2] = 0 due to simply connectedness of U and
hence a contradiction.
Now let us show that X̃ is path-connected. For a given [γ] ∈ X̃ , define fγ : [0, 1]→
X̃ such that fγ(t0) := [γ(t0.)](=: [γt0 ]). Note that fγ(0) = [x0] (constant loop); fγ(1) =
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[γ]. Now, to show that fγ is continuous consider U[α] as an open set in X̃ . If f−1
γ (Uγ)

is empty, then we are done. Otherwise, (Refer figure 6).

Figure 6: Continuity of fγ .

f−1
γ (U[α]) = {s ∈ [0, 1]|γ(s.t) ∼ αη(t) for some η}. Let, s0 ∈ f−1

γ (U[α]) which implies
at t = 1: γ(s0) ∈ U ; now, since γ is continuous and U is open, γ−1(U) is also open
and contains s0. Call itUs0 . Hence, fγ is continuous and hence X̃ is path-connected.
Now, to show that X̃ is simply connected, it is enough to show that p∗ is trivial,
since, p∗ is injective (by Proposition 3.10). An element in the image of p∗ is γ based
at x0 such that when lifted to X̃ , we get a loop in X̃ based at [x0]. So, the path
t→ [γt] is a loop, then [x0] = [γ].

Now, if we are given a subgroup H of π1(X, x0), then we define a relation on ele-
ments of X̃ as follows: [γ] ∼ [γ′] if and only if [γγ′] ∈ H . This is an equivalence
relation, since H is a subgroup. (Reflexivity comes from existence of identity, sym-
metry comes from existence of inverses, and transitivity comes from closure under
group operation). So, we define XH := X̃/ ∼. We can show (in similar way, as
shown for X̃), that q : X̃ → XH is a covering map with q−1(U[α]) =

⊔
α∈H

U[αδ]. Hence,

degree of q is |H|. Similarly, we also get pH : XH → X which is cover of degree
|π1(X)|
|H|

= Index of H in π1(X).

Proposition 3.46. If basepoints are ignored, this correspondence gives a bijection between
isomorphism classes of path-connected covering spaces p : X̃ → X and conjugacy classes
of subgroups of π1(X, x0).

Proof. Suppose x̃1 is another basepoint in p−1(x0). Let γ̃ be a path from x̃0 to x̃1.
Then, γ̃ projects a loop γ in X representing some element g ∈ π1(X, x0). Set Hi =

p∗(π1(X̃, x̃i)) for i = 0, 1. Then g−1H0g ⊆ H1, since for f̃ a loop at x̃0, γ̃f̃ γ̃ is a loop
at x̃1, similarly, gH1g

−1 ⊆ H0. This implies H1 = g−1H0g. Conversely, if we have
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H1 = g−1H0g, choose γ representing g. Lift γ to a path γ̃ at x̃0 and let x̃1 := γ̃1, which
implies p∗(π1(X̃, x̃1)) = H1. So, in our case, subgroups are of index two and hence
normal by Proposition 3.2, so they will not get affected by conjugacy classes.

Now, we will show that the developed correspondence agrees over isomorphism
classes of the mentioned objects.

Proposition 3.47. IfX is path-connected and locally path-connected, then two path-connected
covering spaces p1 : X̃1 → X and p2 : X̃2 → X are isomorphic if and only if

p1∗(π1(X̃1, x̃1)) = p2∗(π1(X̃2, x̃2)).

Proof. (⇒) p1 = p2 ◦ f , which implies, p1∗ = p2∗ ◦ f , where, f∗ is isomorphism, since
f is homeomrphism.
(⇐) By using lifting criterion (Proposition 2.3), lift p1 to p̃1 : (X̃1, x̃1) → (X̃2, x̃2)
with p2 ◦ p̃1 = p1 and symmetrically, p̃2 : (X̃2, x̃2)→ (X̃1, x̃1) with p1 ◦ p̃2 = p2. Then
by unique lifting property (Proposition 3.9), we get p̃1 ◦ p̃2 = id, and p̃2 ◦ p̃1 = id,
which implies, p̃1 and p̃2 are inverse isomorphisms.

3.3 Correspondence between line bundles and double covers

Let us first consider a line bundle (E, π) over a paracompact topological space X
and try to give a corresponding double cover over the spaceX . Now, by the Propo-
sition 3.41 we can consider an isomorphic line bundle whose transition function
belongs to {1,−1} and from the given data of transition functions we can build the
total space E, as we did in the proof of vector bundle construction theorem (3.20).
Let {(Ui, φi)}i∈I be an atlas of space X , then we define a space

X̃ := {[(i, x, k)]|i ∈ I, x ∈ Ui, k = 1or − 1}(⊆ E)

with the subspace topology. Note that this is a well-defined space, since tij(x)’s
∈ {1,−1} by proposition 3.41. Now, define p : X̃ → X such that p([(i, x, k)]) := x.
Note that this is indeed well-defined and the trivializing neighbourhoods would
work also as evenly covered neighbourhoods since, for each x ∈ X , there exists a
Ui for some i ∈ I such that x ∈ Ui, and

p−1(Ui) = {[(i, x, 1)]|x ∈ (Ui)} t {[(i, x,−1)]|x ∈ Ui}.

Moreover, p−1(x) = [(j, x, k)] = [(i, x, tij(x)k)], since k, tij(x) ∈ {1,−1} so, tij(x) ·k ∈
{1,−1}, hence it is indeed a double cover.
Now, given a double cover, let us give a line bundle. Let {Uα}α∈I be a evenly covered
neighbourhood of the given double cover. Consider Ui, Uj ∈ {Uα} and p−1(Ui) =
Vi1 t Vi2 and p−1(Uj = Vj1 t Vj2). Then

p−1(Ui ∩ Uj) = (Vi1 ∩ Vj1) t (Vi1 ∩ Vj2) t (Vi2 ∩ Vj1) t (Vi2 ∩ Vj2).
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So, for any point x ∈ Ui ∩ Uj , we will have p−1(x) = {y, z} such that one of y, z will
lie in Vi1, call it x̃1 (1), and the other point to be x̃2. Now, x̃1 can lie in Vj1, or Vj2 and
x̃2 will lie in Vj2, or Vj1 respectively, since

p−1(Ui ∩ Uj) = (Vi1 ∩ Vj1) t (Vi1 ∩ Vj2) t (Vi2 ∩ Vj1) t (Vi2 ∩ Vj2).

So, we define the transition function as follows.

tij(x) =

{
1, if p−1(x) ∈ (Vi1 ∩ Vj1) t (Vi2 ∩ Vj2)

-1 if p−1(x) ∈ (Vi1 ∩ Vj2) t (Vi2 ∩ Vj1)

Note that we made a choice of index to be i at (1), but it can be easily checked that
we will get the same tij if we choose j, instead of i. In order to check the continuity
of tij , note that the codomain is {1,−1} with discrete topology. So, let us look at
t−1
ij (1) and t−1

ij (−1).

t−1
ij (1) = p(Vi1 ∩ Vj1)(= Vi1 ∩ Vj2), and t−1

ij (−1) = p(Vi1 ∩ Vj2)(= Vi2 ∩ Vj1)

Now, since Vi1, Vi2, Vj1, Vj2 are open, and so is their intersection, and p is a home-
omorphism, hence tij’s are continuous. It can be checked using case by case anal-
ysis that they satisfy the cocycle condition. For example, if x ∈ Ui ∩ Uj ∩ Uk, and
tij(x) = tjk = −1 i.e. x̃1 ∈ Vi1 ∩ Vj2, and using symmetry for the second equation,
we get tkj = −1, hence x̃1 ∈ Vk1 ∩ Vj2, that is, x̃1 ∈ Vi1 ∩ Vk1, that is, tik(x) = 1,
which proves the cocycle condition for this case. So, using the same evenly covered
neighbourhoods as trivializing neighbourhoods, we get a line bundle, as required.
Now, we will show that the developed correspondence agrees over isomorphism
classes of the mentioned objects.
Proposition 3.48. Let X be a topological space, (E1, π1), (E2, π2) be two line bundles,
X̃1, X̃2 be the corresponding double covers. Then E1 and E2 are isomorphic if and only if
X̃1 and X̃2 are isomorphic.

Proof. Let E1
∼= E2, be two isomorphic line bundles with transition functions be-

longing to {1,−1}. Now, define f : X̃1 → X̃2 such that
f([i, x, k]) := [(i, x, ti(x)k)]

Note that [(i, x, ti(x)k)] ∈ X̃2 due to Proposition 3.43. To check well-definedness,
see that

f([(j, x, tji(x)k)]) = [(j, x, tj(x)tji(x)k)] = [(i, x, t′ij(x)tj(x)tji(x)k)]

and
[(i, x, t′ij(x)tj(x)tji(x)k)] = [(i, x, ti(x)tij(x)tji(x)k)] = [(i, x, ti(x)k)].

Clearly, f is continuous and there exists f ′ : X̃2 → X̃1 such that f ′([(i, x, k)]) :=
[(i, x, t−1

i (x)k)], which implies, f ◦ f ′ = id and f ′ ◦ f = id. Hence, f is a homeomor-
phism.
Now, from X̃1

∼= X̃2, we claim that ti(x) = 1 would work to show that E1 and E2

are isomorphic according to Proposition 3.22. This completes the correspondence
between line bundles and double covers up to isomorphism.
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3.4 Examples

Example 3.49 (Trivial structures). Let us first see that the trivial structure are in corre-
spondence with each other by the above mentioned correspondences. So, consider a trivial
double cover (X̃, p) of a topological space X which is path-connected. This will give us
p∗(π1(X̃, x̃0)) ∼= p∗(π1(X)) ∼= π1(X), which is the trivial subgroup of the fundamental
group of space X , which is the required corresponding subgroup.
Now, in order to define a trivial line bundle in terms of transition functions, first considerX
to be a base space, and consider any open covering {Uα}α∈I ofX and define all the transition
functions to be the constant 1 function. As per our construction above, the corresponding
double cover looks like X̃ = {(i, x, k)|i ∈ I, x ∈ Ui, k = 1 or − 1} as a subspace of
E = {(i, x, v)|i ∈ I, x ∈ Ui, v ∈ R}. Note that there is no extra relation used while defin-
ing E since, all tij’s are the constant 1 function. So, in fact, X̃ ∼= X tX and the covering
map is p((x, k)) = x for all x ∈ X, k = 1,−1, which is the same covering map, as that of
the trivial double cover. Hence, even in this case the trivial structures correspond to each
other.

Example 3.50 (X = S1). For the second example, consider X = S1. We know that the
fundamental group of S1 is Z. Moreover, all the subgroups of Z are of the form nZ and
the index of nZ in Z is n. Hence, there is only one subgroup (namely 2Z) of Z which is
of index 2. Hence, by the correspondence developed above, we can say that there is unique
non-trivial double cover (up to isomorphism) of the space S1, and also, there is unique non-
trivial line bundle (up to isomorphism) of S1. We know that the squaring map from S1 to
S1 is a non-trivial double cover, and the infinite Möbius strip is a non-trivial line bundle of
S1. To verify this, consider the non-trivial double cover with squaring map as the covering
map. Every loop in the domain runs with twice its speed and becomes concatenation of the
same loop with itself, which gives us p∗(π1(S1)) = 2Z. This takes care of the correspondence
between double covers and index two subgroups of the fundamental group. For the other
correspondence, refer figure 7.
The two figures on the leftmost side shows the squaring map from S1 to S1 and let U1 =
S1−{−1}, U2 = S1−{i}. So, we get V11, V12 which are denoted in the figure at the center
with single and double arrow respectively. Similarly, V21, V22 are shown the rightmost figure
with single and double arrows respectively.
For this particular example, S1 was divided into four parts a,b,c,d as shown in the figure and
their corresponding inverses are also marked in it. According to our construction described
earlier, the points in the parts a,b,c will get mapped to 1 under the transition function (t12),
and the points in part d, will get mapped to (-1). This is nothing but the Möbius band.
Note that the continuity of the transition function is not affected since, {−1,i} are not in its
domain.
For the other way round, given an infinite Möbius band E = [0, 1] × R/ ∼, such that
(x, y) ∼ (x,−y) for all x ∈ [0, 1], y ∈ R considering the boundary of a Möbius band,
we get X̃ = [0, 1] × {−1, 1}/ ∼ such that (x, 1) ∼ (x,−1) for all x ∈ [0, 1] and S1 ∼=
{(x, 0)|x ∈ [0, 1]} ⊆ E we get a natural double covering from X̃ to S1 which is non-trivial.
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Figure 7: Non-trivial double cover of S1.
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4 Vector bundles: Swan’s theorem

In the mathematical fields of topology and K-theory, the Swan’s theorem, also called
Serre-Swan theorem, relates the geometric notion of vector bundles to the algebraic
concept of projective modules and gives rise to a common intuition throughout
mathematics: “projective modules over commutative rings are like vector bundles
on compact spaces”. The original theorem, as stated by Jean-Pierre Serre in 1955,
is more algebraic in nature. The complementary variant stated by Richard Swan in
1962 is more analytic, and concerns vector bundles. We will be studying a proof
of this theorem in this chapter. We will be referring [3, 10] for the proof of Swan’s
theorem.

4.1 Sections of a vector bundle

Definition 4.1 (Section). Let (E, π) be a vector bundle over a topological space X . A
section s of the vector bundle is a continuous map s : X → E such that π ◦ s = IdX (that
is, s(x) ∈ Ex, for all x ∈ X).

Definition 4.2 (R-module). Let R be a ring. A is called an R-module if A is an abelian
group and there exists a map R×A→ A such that (i) r(a+ b) = ra+ rb, (ii) (r + s)a =
ra+ rs, (iii) (rs)a = r(sa), (iv) if R has unity, then 1a = a , for all r, s ∈ R, a, b ∈ A.

Example 4.3. Sections of a vector bundle (E, π) over a topological spaceX forms a C(X)-
module since, we can define (fs)(x) := f(x)s(x) for each f ∈ C(X), s ∈ Γ(E) which
satisfies the required properties.

Definition 4.4 (R-linear map). Let A,B be two R-modules. A map φ : A→ B is called
R-linear map if φ(ra+ b) = rφ(a) + φ(b) for all r ∈ R, a, b ∈ A.
If φ is a bijection as well as R-linear, then it is called an isomorphism of R-modules.

Definition 4.5 (Direct sum). Let {Ai}i∈I be a collection of R-modules. A direct sum of
{Ai} := {(ai)i∈I |ai ∈ Ai for all i ∈ I, ai = 0 for all but finitely many i ∈ I}. It is denoted
by
⊕
i∈I

Ai. Moreover, if I is finite, say, |I| = n then
⊕
i∈I

A is also denoted as An.

Proposition 4.6. Let (E1, π1), (E2, π2) be two vector bundles over a topological space X .
Then Γ(E1 ⊕ E2) ∼= Γ(E1)⊕ Γ(E2) as C(X)-modules.

Proof. Define two maps of vector bundles i1 : E1 → E1 ⊕ E2 as a 7→ (a, S2(π1(a))),
and i2 : E2 → E1⊕E2 as b 7→ (S1(π2(b)), b), where, Si : X → Ei such that x 7→ (x, 0)
are the zero sections, for i = 1, 2. Note that π1(a) = π2(S2(π1(a))) since, π2 ◦ S2 =
IdX , hence, i1 is well-defined. Similarly π2(b) = π1(S1(π2(b))) since, π1 ◦ S1 = IdX ,
hence i2 is also well-defined. In other words, i1 = Id × 0, and i2 = 0 × Id, hence
they indeed are maps of vector bundles.
Now, for S1 ∈ Γ(E1), define, S̃1 := i1 ◦ S1 ∈ Γ(E1 ⊕ E2) and for S2 ∈ Γ(E2),
define, S̃2 := i2 ◦ S2 ∈ Γ(E1 ⊕ E2). Now, for any S ∈ Γ(E1 ⊕ E2), we can define
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S̃1 := i1 ◦ (pr1 ◦ S), S̃2 := i2 ◦ (pr2 ◦ S) which implies S = S̃1 + S̃2. Now, we claim
that {i1 ◦ S1} ∩ {i2 ◦ S2} = 0. If i1 ◦ S1 = i2 ◦ S2 for some S1 ∈ Γ(E1), S2 ∈ Γ(E2),
then applying pr1 on both the sides give us pr1 ◦ i1 ◦ S1 = pr1 ◦ i2 ◦ S2, which
implies S1 is equal to the zero section, hence, i1 ◦ S1 = 0, which proves the claim.
Clearly, {i1 ◦S1}S1∈Γ(E1)

∼= Γ(E1), and {i2 ◦S2}S2∈Γ(E2)
∼= Γ(E2), hence, Γ(E1⊕E2) ∼=

Γ(E1)⊕ Γ(E2).

Remark 4.7. An elementS in the set of sections Γ(E1⊗E2) looks likeS(x) = S1(x)⊗S2(x)
for some S1 ∈ Γ(E1), S2 ∈ Γ(E2), for all x ∈ X .

Proposition 4.8. Let (E1, π1), (E2, π2) be two vector bundles over a topological space X .
Then, Γ(E1)⊗C(X) Γ(E2) ∼= Γ(E1 ⊗ E2) as C(X)-modules.

Proof. Let us define a map Φ : Γ(E1)⊗C(X) Γ(E2)→ Γ(E1 ⊗ E2) as

S1 ⊗C(X) S2 7→ (Φ(S1 ⊗ S2)(x) := S1(x)⊗ S2(x) for all x ∈ X)

It is easy to check that Φ is well-defined over equivalence classes under bilinearity
since there is tensor product structure in the codomain as well. Similarly, we can see
that Φ is a C(X)-linear map. Now, to prove that Φ is injective, let Φ([S1 ⊗ S2]) = 0,
that is, Φ(S1 ⊗ S2)(x) = S1(x) ⊗ S2(x) = 0 for all x ∈ X . This implies, for each
x ∈ X , either S1(x) = 0 or S2(x) = 0, that is, [(S1(x), S2(x))] = 0 for all x ∈ X ,
where [ · ] is due to bilinearity at a fixed point x ∈ X , that is, over R. This implies
[(S1, S2)] = 0. Surjectivity comes immediately from remark 4.7. Hence we get a
C(X)-linear isomorphism between Γ(E1)⊗C(X) Γ(E2) and Γ(E1 ⊗ E2).

Proposition 4.9. E is a vector bundle of rank n over a topological space X if and only if
for each x ∈ X , there exists U ⊆ X , an open set containing x and sections {s1, s2, · · · , sn}
on U such that {s1(y), s2(y), · · · , sn(y)} is a basis for Ey for each y ∈ U .

Proof. (⇒) Let (U, φ) be a chart such that x ∈ U . Then φ : E|U → U × Rn is a
homeomorphism. Let {e1, e2, · · · , en} be the standard basis for R. Define, si(y) :=
φ−1(y, ei) for each i = 1, 2, · · · , n. Fixing y, we get si’s to be linear isomorphisms.
The linear independence of {s1, s2, · · · , sn} follows from linear independence of
{e1, e2, · · · , en}, and since s1, s2, · · · , sn are n in number, so it is indeed a basis for
Ey.
(⇐) Define a homeomorphism φ : U × Rn → E|U as follows:

φ(u, v1, v2, · · · , vn) :=
n∑
i=1

vi · si(u). Since this is a linear isomorphism after fixing a

u ∈ U , we get a required trivialization.

Remark 4.10. A vector bundle E is trivial if and only we can find such sections defined
globally.
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4.2 Some properties of Hausdorff spaces

Lemma 4.11. Let T be a Hausdorff topological space, x ∈ T , Y ⊆ T compact such that
x /∈ Y . Then there exists U, V ⊆ T open such that x ∈ U , Y ⊆ V , and U ∩ V = ∅.

Proof. Since T is Hausdorff, for every y ∈ Y , there exists a neighbourhood Uy of
y and Vy of x such that Uy ∩ Vy = ∅. So, {Uy}y∈Y is an open cover of Y . Hence,
compactness of Y implies that there exists a finite subcover {Uyi}ni=1. Define U :=
n⋃
i=1

Uyi , V :=
n⋂
i=1

Vyi . Clearly, x ∈ V, Y ⊆ U ; U, V are open. Now, if z ∈ U , then

z ∈ Uyj for some j, then V ⊆ Vyj and Vyj ∩ Uyj = ∅, which implies z /∈ V . Hence,
U ∩ V = ∅.

Lemma 4.12. If T is a Hausdorff topological space, and let Y be a compact set, then Y is
closed.

Proof. It is equivalent to prove that Y C is an open set. If we consider a point x ∈ Y C ,
then by previous lemma we can get an open set containing x, which is contained in
Y C . Since x was an arbitrary point in X , we are done.

Definition 4.13. (i) A topological space X is said to be T1 if for any given two distinct
points x, y we can find neighbourhoods Ux, Uy around x, y respectively, such that x /∈ Uy
and y /∈ Ux. In other words, any singleton sets {x} is a closed set.
(ii) A topological space is said to be normal if it is T1 and for any given disjoint pair of closed
subsets A,B ⊆ X there exists disjoint open sets C,D ⊆ X such that A ⊆ C,B ⊆ D.

Lemma 4.14. If T is a compact, Hausdorff topological space, then T is normal.

Proof. Let X, Y ⊆ T be closed and disjoint. Then, by lemma 4.11, for any y ∈ Y ,
there exists Uy containing y and Oy such that X ⊆ Oy, Uy ∩ Oy = ∅. So, {Uy}y∈Y
is an open cover of Y . Hence, compactness of Y implies that there exists a finite

subcover {Uyi}mi=1. Now, define O1 :=
m⋃
i=1

Uyi , O2 :=
m⋂
i=1

Oyi which implies O1, O2 are

disjoint open sets such that X ⊆ O2, Y ⊆ O1. Hence, T is normal.

4.3 Set of sections as a C(X)-module

Definition 4.15. AnR-moduleA is called free ifA ∼=
⊕
i∈I

R for some I (possibly uncount-

able).
A is called finite free if A ∼=

⊕
i∈J

R for some finite set J .

A is called projective if there exists an R-module B such that A⊕B is free.
A is called finite rank projective if there exists anR-moduleB such thatA⊕B is finite free.
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Definition 4.16 (Finitely generated R-module). An R-module A is called finitely gen-
erated if there exists a surjective map φ : Rn → A for some n ∈ N.

From the definitions above and remark 4.12, we can say that a vector bundle (E, π)
over a topological spaceX is trivial if and only if Γ(E) is free and finitely generated
C(X)-module.

Definition 4.17 (Short exact sequence). Let A,B,C be groups, q : A→ B, r : B → C
be homomorphisms, then

0 A B C 0
q r

is called a short exact sequence if q is an injection, r is a surjection, and im(q) = ker(r).

Lemma 4.18 (Splitting lemma). [4] Let A,B,C be abelian groups and

0 A B C 0
q r

be a short exact sequence, then the following are equivalent:
(i) Left split: There exists a homomorphism t : B → A such that t ◦ q = IdA.
(ii) Right split: There exists a homomorphism u : C → B such that r ◦ u = IdC .
(iii) Direct sum: There exists an isomorphism h : B → A⊕C such that h◦ q : A→ A⊕C
is the natural injection of A, and r ◦ h−1 : A⊕ C → C is the natural projection onto C.

Proof. (iii)⇒ (i) Define a homomorphism t : B
h−→ A⊕C → A, i.e. t = pr1 ◦hwhich

implies t ◦ q = IdA.

(iii)⇒ (ii) Define a homomorphism u : C ↪→ A⊕ C → B, that is, t = h−1 ◦ i which
implies r ◦ u = IdC .

(i)⇒ (iii) Note that, any b ∈ B can be written as im(q) + ker(t), since, b = q(t(b)) +
(b − q(t(b))) (see that (b − q(t(b))) ∈ ker(t) since, t(b − q(t(b))) = t(b) − t(q(t(b))) =
t(b) − t(b) as t ◦ q = IdA). Now we claim that im(q) ∩ ker(t) = {0}. Let b ∈ im(q),
then b = q(a) for some a ∈ A, now b ∈ ker(t) implies t(b) = 0, which implies
t(q(a)) = 0, and since t ◦ q = IdA, t(q(a)) = a = 0, hence, b = q(a) = 0, as q is a
homomorphism. Hence, B ∼= im(q)⊕ ker(t), so for each b ∈ B there exists unique
b′ ∈ im(q) and k ∈ ker(t) such that b = b′ + k and using injectivity of q, there exists
unique a ∈ A such that b = q(a) + k. Now, since r is onto, for any c ∈ C there
exists b = q(a) + k such that r(b) = c, which implies r(q(a) + k) = c, which implies
r(k) = c since (r(q(a)) = 0, as im(q) = ker(r) (due to exactness). So, for any c ∈ C
there exists k ∈ ker(t) such that r(k) = c. Hence, r|ker(t) : ker(t) → C is onto.
Now, if, for some k ∈ ker(t), r(k) = 0, that is, k ∈ ker(r) = im(q), which implies
k ∈ im(q) ∩ ker(t), which implies k = {0}. Hence, r|ker(t) : ker(t) → C is injective
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and hence an isomorphism. So, ker(t) ∼= C. Now, note that q : A → im(q) is injec-
tive, since q is so. Also, this map is surjective. Hence,A ∼= im(q). Hence,B ∼= A⊕C.

(ii) ⇒ (iii) We will use similar argument here as well. Any b ∈ B can be written
as ker(r) + im(u) since, b = (b − u(r(b))) + u(r(b)). Now, let a ∈ im(u) ∩ ker(r)
then, a = u(c) for some c ∈ C and r(a) = 0, which implies, r(u(c)) = 0, which
implies c = 0 since, r ◦ u = IdC . Hence, a = u(c) = 0 as u is a homomorphism.
This proves that B ∼= ker(r)⊕ im(u). In previous part, we saw that im(q) ∼= A and
im(q) = ker(r) (due to exactness) implies ker(r) ∼= A. Now, since, r ◦ u(= IdC)
is a bijection, u is an injection. Hence, u : C → im(u) is an isomorphism, that is,
im(u) ∼= C, which proves that B ∼= A⊕ C.

Proposition 4.19. [4] Let R be a ring with unity and P be an R-module. Then the follow-
ing are equivalent.
(i) P is a projective module.
(ii) For any homomorphism f : P → N , and a surjective homomorphism g : M → N ,
there exists a homomorphism h : P →M such that the following diagram commutes.

P

M N

f
h

g

(iii) Every short exact sequence of the following form splits:

0 N M P 0
f g

Proof. (i)⇒ (ii) Let Q be an R-module such that P ⊕ Q is a free module. Let B =
{bi}i∈I be a basis of P ⊕ Q. We can say that the basis exists due to the assumption
of the existence of unity. Since g is a surjective map, for each i ∈ I , there exists
mi ∈ M such that f(pr1(bi)) = g(mi). So, we can define a map H : P ⊕ Q → M

as H
( n∑
i=1

ribi

)
=

n∑
i=1

rimi where ri ∈ R for all i ∈ I . Note that this map is indeed

well defined since we are definingH on the basis {bi}i∈I and extending it linearly to
whole of P ⊕Q. Now, define h : P →M such that h := H|P . Then we get g ◦h = f ,
hence we are done.
(ii)⇒ (iii) Let

0 N M P 0
f g

be a short exact sequence, which means g : M → P is a surjective map. So, we can
consider the following diagram:
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P

M P

Id

g

That is, we have considered N = P , and f = Id in (ii). Hence, by (ii) there exists a
homomorphism h : P →M such that g ◦h = IdP which implies there exists a right
split. Hence, the short exact sequence splits.
(iii)⇒ (i) We have the canonical surjection of R-modules as follows:
f :

⊕
p∈P

R → P , where an element ((rp)p∈P ) gets mapped to
∑
p∈P

rpp. Note that the

sum makes sense because rp’s are zero for all but finitely many p’s. Clearly, it is
an R-module homomorphism as well as a surjection. This gives us a short exact
sequence as follows:

0 ker(f)
⊕
p∈P

R P 0
f

Now, by (iii) this short exact sequence splits, hence we can write ker(f)⊕P ∼=
⊕
p∈P

R.

Hence, there exists an R-module, Q, namely, ker(f) such that P ⊕ Q is free. This
implies P is a projective module.

Lemma 4.20. An R-module A is finite rank projective module if and only if A is finitely
generated projective module.

Proof. (⇒) Since A is finite rank projective module, there exists an isomorphism
φ: Rn → A ⊕ B for some n ∈ N, for some R-module B. Moreover, A is finitely
generated since pr1 ◦ φ : Rn → A is a surjection. Also, it is projective by definition.
(⇐) Since A is finitely generated, there exists a surjection φ : Rn → A for some
n ∈ N. Then, using proposition 4.19 we can say that, the short exact sequence

0 ker(φ) Rn A 0
φ

spits, since A is a projective module. Hence, we get ker(φ) ⊕ A ∼= Rn which con-
cludes that A is a finite rank projective module.

Proposition 4.21. A finitely generated R-module A is finite rank projective if and only if
there exists an idempotent P ∈ Mn(R) (that is, P 2 = P ) such that A ∼= P (Rn) for some
n ∈ N.

Proof. (⇒) Since A is finitely generated, there exists a surjection φ : Rn → A and
since, A is finite rank projective R-module, there exists an R-module B and m ∈ N
such that A⊕B ∼= Rm (let ψ: A⊕B → Rm denote the isomorphism). Note that, the
map pr1 ◦ ψ−1 : Rm → A is also a surjection. So, we can consider φ = pr1 ◦ ψ, and
n = m. Then we have a sequence of abelian groups:
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0 ker(φ) Rn A 0

where, the map from Rn → A is the map φ. Since, φ is surjection. Hence, the
sequence mentioned above is a short exact sequence of abelian groups and there
exists a right split, since we can define a map t : A→ Rn as follows: A ↪−→ A⊕B →
Rm Id−→ Rn which implies φ◦t = IdA. Now, by splitting lemma, we haveA⊕ker(φ) ∼=
Rn (let Φ : A ⊕ ker(φ) → Rn denote the isomorphism). Then similar to previous
case, we can define P = Φ◦pr1◦Φ−1 ∈Mn(R) which follows P 2 = P . Now, in order
to show P (Rn) ∼= A, let c ∈ Rn, then P acts on c as follows: c 7→ (a, b) 7→ a 7→ Φ(a).
So, P (Rn) ∼= {Φ(a)|a ∈ A} ∼= A since Φ is an isomorphism.
(⇐) Claim: A⊕(1−P )(Rn) ∼= Rn. Let c ∈ Rn, c = c+P (c)−P (c) = P (c)+(1−P )(c),
where P (c) ∈ A since A ∼= P (Rn). Now, to see that A∩ (1−P )(Rn), let a ∈ A∩ (1−
P )(Rn), which implies a = b−P (b) = P (c) for some b, c ∈ Rn. Applying P on both
the sides, we get P 2(c) = P (b−P (b)) implies P (c) = P (b)−P 2(b) = P (b)−P (b) = 0.
Hence, a = P (c) = 0. This proves the claim and the claim directly implies that A
is finite rank projective module and pr1 : Rn ∼= A ⊕ (1 − P )(Rn) → A gives us a
surjection required to prove the finitely generatedness.

4.4 Swan’s theorem

Theorem 4.22 (Swan’s theorem). [22] Let X be a compact, Hausdorff topological space.
Then there exists a one-to-one correspondence between vector bundles over X , and finitely
generated projective C(X)-modules. The correspondence is given by E 7→ Γ(E).

Proof. We will use a series of lemmas to prove this theorem as follows.
Lemma 4.23. Let (E, π) be a vector bundle over a compact, Hausdorff topological spaceX .
Then Γ(E) is a finitely generated C(X)-module.

Proof. Let {Ui}i∈I be a finite cover of trivializing neighbourhoods, and let {ρi}i∈I be
a partition of unity subordinate to {Ui}i∈I . (This exists due to proposition 3.35). By
definitions and remark 4.12 we know that Γ(E|Ui) is free and finitely genareated. If
s ∈ Γ(E|Ui) then extend s to all E by

s̃(x) :=

{
ρi(x) · s(x) if x ∈ Ui
0, otherwise

Since, Ui’s are generated by finitely many sections (by proposition 4.9) and there are
finitely many Ui’s, hence, Γ(E) is finitely generated. In other words, let t ∈ Γ(E),
then we can write t(x) =

∑
i∈I

ρi(x) · t(x). Now, each ρi(x)·t(x) ∈ Γ(E|Ui) and Γ(E|Ui)

is finitely generated due to the definitions and remark 4.12. Hence, we are done.

Lemma 4.24. Let (E, π) be a vector bundle over a compact topological spaceX . Then there
exists (E⊥, π⊥), a vector bundle over X such that E ⊕ E⊥ ∼= X × Rm for some m ∈ N.
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Proof. Let {Ui}ni=1 be a finite open cover of trivializing neighbourhoods with trivi-
alizations {φi}ni=1 and {ρi}ni=1 be a partition of unity subordinate to {Ui}ni=1. If rank
of (E, π) is k, then define Φ : E → X × Rnk, a map of vector bundles such that

(e) 7→ (π(e), ρ
1/2
1 (π(e))φ1(e), · · · , ρ1/2

n (π(e))φn(e))

Now, let us prove that Φ is an injective map. So, let e1, e2 ∈ E be two elements such
that Φ(e1) = Φ(e2). So, equating the first co-ordinate inX×Rnk we get π(e1) = π(e2),
meaning e1 and e2 lie on a same fiber. Now, since the partition of unity {ρi}ni=1 are
non-negative functions which add up to one for each point, we get a function ρj
such that ρj is positive at the point π(e). Moreover, we have ρ1/2

i (π(e1))φi(e1) =

ρ
1/2
i (π(e2))φi(e2) for all i ∈ {1, 2, · · · , n}. In particular,

ρ
1/2
j (π(e1))φj(e1) = ρ

1/2
j (π(e2))φj(e2)

and we can cancel ρ1/2
j (π(ek)), k = 1, 2 from both the sides since they are equal and

non-zero, which leaves us the fact that φj(e1) = φj(e2) which in turn implies e1 = e2

since, φi’s are injections since, by definition, they are linear isomorphisms over fixed
Ex. Hence,E embeds inX×Rnk. Now, we use the Euclidean structure overX×Rnk

to define an orthogonal projection: Px : {x} × Rnk → Ex. Now, using continuity
of the Euclidean structure over X , we can have P (over all of X) to be continuous,
and we can define E⊥ := (1− P )(X × Rnk) which implies E ⊕ E⊥ ∼= X × Rnk.

Proposition 4.25. Let (E, π) be a vector bundle over a compact, Hausdorff topological
space X . Then Γ(E) is finitely generated and projective C(X)-module.

Proof. The module Γ(E) is finitely generated due to lemma 4.23. Now, we will use
lemma 4.20, so it is enough to prove the finite rank projectiveness. In order to prove
the finite rank projectiveness, we use lemma 4.24 and proposition 4.6, which implies
Γ(E) ⊕ Γ(E⊥) ∼= Γ(X × Rnk), and remark 4.12 with the definitions imply Γ(X ×
Rnk) ∼= (C(X))nk. Hence we are done.

Now, let us prove the other side of the correspondence, that is, starting from finitely
generated projective C(X)-module A, we have to construct a vector bundle (E, π)
such that Γ(E) ∼= A.
Using proposition 4.21, we have a correspondence between finitely generated pro-
jective modules over C(X) with idempotents P ∈Mn(C(X)). We can look at as the
set

{f : X →Mn(R)| f is continuous, f(x) is an idempotent matrix inMn(R),∀x ∈ X }

So, using lemma 4.20 we can say that, in order to prove the Swan’s theorem, it is
sufficient to prove the following lemma:
Lemma 4.26. If P : X → Mn(R) is an idempotent valued continuous function, then
Im(P ) := {(x, v) ∈ X ×Rn|v ∈ Range(P (x))} is a vector bundle over X equipped with
the subspace topology (as, Im(P ) ⊆ X × Rn), and π : Im(P ) → X is pr1. Moreover,
Γ(Im(P )) = P ((C(X))n).
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Proof. If we consider π : Im(P ) → X as pr1, then π−1(x) = Range(P (x)) which is
a vector space. So, fiberwise vector space structure is clear. Now, we have to prove
local triviality. Let x0 ∈ X , and let Range(P (x0)) be a k-dimensional subspace of
Rn. Let {v1, v2, · · · , vk} be its basis; extend it to {v1, v2, · · · , vn} as basis of Rn. Now,
the following matrix valued function P̃ : X →Mn(R)

P̃ (x) := [P (x)v1|P (x)v2| · · · |P (x)vk|vk+1| · · · |vn]

is invertible at x = x0, since the columns are linearly independent as {v1, · · · , vn}
is a basis for Rn and P (x0)v1, P (x0)v2, · · · , P (x0)vk are non-zero vectors as they lie
in Range(P (x0)). Now, note that P̃ is a continuous function, and since GLn(R) is
an open subset of Mn(R) (as the determinant map det : Mn(R) → R is a polyno-
mial function, and hence it is continuous and GLn(R) is pre-image of an open set,
namely R − {0} ), there exists an open set U ⊆ X containing x0 such that P̃ (x) is
invertible for all x ∈ U . In particular, for all x ∈ U all P (x)v1, · · · , P (x)vk are lin-
early independent, so, setting Si(x) := P (x)vi, x ∈ U, i = 1, 2, · · · , k gives sections
of E|U which are basis for each fiber Ex. Hence, using proposition 4.9, we get a
vector bundle. Now, let s ∈ Γ(Im(P )) which is equivalent to s(x) ∈ Range(P (x))
which is equivalent to s(x) = P (x)v(x) for some v(x) ∈ Rn which is equivalent to
s ∈ P ((C(X))n). Hence, Γ(Im(P )) = P ((C(X))n).

This proves Swan’s theorem.

Now, one naturally expects that this corresponcence will hold even for the isomor-
phism classes of vector bundles and isomorphism classes of finitely generated pro-
jective modules. So, the following theorem proves this fact when the base space is
normal. Note that this theorem works in our case as well, since a compact Haus-
dorff space is normal.

Theorem 4.27. Let X be a normal space, and (E1, π1), (E2, π2) be two vector bundles
over the space X of rank k. Then (E1, π1) is isomorphic to (E2, π2) if and only if Γ(E1) is
isomorphic to Γ(E2).

Proof. (⇒) Let f : E1 → E2 be a homeomorphism. Then construct ψ : Γ(E1) →
Γ(E2) as S 7→ f ◦ S. This map is linear since f is linear after fixing a point x ∈ X .
Also, we can construct ψ−1 : Γ(E2)→ Γ(E1) as S 7→ f−1 ◦ S. Also, it is evident that
ψ ◦ ψ−1 = Id, and ψ−1 ◦ ψ = Id. Hence, ψ can act as a required isomorphism. Note
that this part of the proof is valid for any topological space X .
(⇐) Let φ : Γ(E1)→ Γ(E2) be an isomorphism. We claim that there exists a map ψ :
E1 → E2 as follows: (p, v) 7→ (φ(S))(p) where S ∈ Γ(E1) such that S(p) = φ−1

p (p, v),
where φp is a trivialization on a trivializing neighbourhood around p. Let us check
the linearity of ψ after fixing a point p ∈ X . Consider (p, v1 + v2), if S1, S2 ∈ Γ(E1)
such that S1(p) = (p, v1), and S2(p) = (p, v2) then by construction, S1 + S2 ∈ Γ(E1)
such that (S1 + S2)(p) = (p, v1 + v2). So,

ψ(p, v1 + v2) = (φ(S1 + S2))(p) = (φ(S1) + φ(S2))(p)
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since φ is linear and (φ(S1) + φ(S2))(p) = φ(S1)(p) + φ(S2)(p) which comes from
the definition of addition in Γ(E2). This gives us ψ(p, v1) + ψ(p, v2). Note that the
same proof works for ψ(p, α · v) = α · ψ(p, v) where α ∈ R. Now, let us prove
that for each (p, v) ∈ E1 there exists S ∈ Γ(E1) such that S(p) = (p, v). Let (p, v)
be fixed. Let U be a trivializing neighbourhood containing p, let φ : E|U → U ×
Rk be the corresponding trivialization. Since X is completely regular space since
it is a normal space, there exists a continuous function f : X → [0, 1] such that
f(p) = 1, f(UC) = {0}. Define a section S as S(x) := φ−1

x (x, f(x)v) where φx is
a trivialization over a neighbourhood containing x. Note that the section is well-
defined, that is, it does not get affected by the choice of φx’s since they are defined
in that manner in the definition of a vector bundle. Now, let us prove that ψ is well-
defined. So, let S1, S2 ∈ Γ(E1) be two distinct sections such that S1(p) = S2(p) =
φ−1
p (p, v). We need to prove that (φ(S1))(p) = (φ(S2))(p). Using linearity of ψ we

can say that it is enough to show that, if S(x) = φ−1
x (x, 0) then (φ(S))(x) = ψ−1

x (x, 0)
where, ψx is a trivialization in E2 on a trivializing neighbourhood around x. In
order to prove this, let us consider a map of vector spaces over R as Φ : Γ(E)→ Ex
such that S 7→ S(x). We will show that ker(Φ) = mx · Γ(E). For then, if S(x) = 0,

then S =
n∑
i=1

fi · S ′i where, fi ∈ mx, S
′
i ∈ Γ(E), hence

(φ(S))(x) =
(
φ
( n∑
i=1

fi · S ′i
))

(x) =
n∑
i=1

(fi(x) · (φ(S ′i))(x)) = 0

because fi(x) = 0, for all i ∈ {1, 2, · · · , n} as fi ∈ mx for all i ∈ {1, 2, · · · , n}. So, let
n∑
i=1

fi · Si ∈ mx · Γ(E) be an element. Applying Φ on it, we get

Φ
( n∑
i=1

fi · Si
)

=
( n∑
i=1

fi · Si
)

(x) =
n∑
i=1

fi(x) · Si(x) = 0

This implies
n∑
i=1

fi · Si ∈ ker(Φ). For the reverse inclusion, let S ∈ Γ(E) such that

S(x) = 0. By proposition 4.9 we can write S =
k∑
i=1

fi · Si where, fi ∈ C(U), Si ∈

Γ(E|U). Note that it is an equality as sections over U . Now, note that, by lemma
3.32 there exists an open set V such that V ⊆ V ⊆ U . So, since X is normal,
using the Urysohn’s lemma, there exists a continuous function g : X → [0, 1] such
that g(V ) = {1}, g(UC) = {0}. Multiplying fi’s and Si’s with g we get f̃i ∈ C(X)

such that f̃i|V ≡ fi , S̃i ∈ Γ(E) such that S̃i|V ≡ Si. Now define a global section

S ′ := S−
k∑
i=1

f̃i · S̃i. Note that S ′|V ≡ 0. SinceX is completely regular as it is normal,

there exists a continuous function a : X → [0, 1] such that a(x) = 0, a(V C) = {1}.
This implies that S ′ = a · S ′ simply because S ′ is zero on V and a is one outside V .
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So we can write S = a · S ′ +
k∑
i=1

f̃iS̃i ∈ mx · Γ(E) since a ∈ mx, and f̃i ∈ mx because

Si’s are linearly independent so, S(x) = 0 implies fi(x) = 0 for all i ∈ {1, 2, · · · , k},
and so are f̃i(x) = 0. This proves that ψ is well-defined. Now, we will simply define
a function ψ−1 : E2 → E1 as (p, v) 7→ (φ−1(S))(p) where S ∈ Γ(E2) such that S(p) =
(p, v). Now, ψ−1 ◦ ψ(p, v) = ψ−1((φ(S))(p)). Let t := φ(S). Then ψ−1((φ(S))(p)) =
ψ−1(p, v′) = φ−1(S ′)(p) where S ′ ∈ Γ(E2) such that S ′(p) = (p, v′) but the equation
above implies that S ′ = t = φ(S) would work. So, φ−1(S ′)(p) = φ−1(φ(S))(p) =
S(p) = (p, v). Hence, ψ−1 ◦ ψ = Id. Similarly, ψ ◦ ψ−1(p, v) = ψ((φ−1)(S))(p), let
t := φ−1(S). Then ψ(p, v′) = (φ(S ′))(p) where S ′ ∈ Γ(E1) such that S ′(p) = (p, v′)
but the equation above implies that S ′ = t = φ−1(S) would work. So, (φ(S))(p) =
(φ(φ−1(S)))(p) = S(p) = (p, v). This implies ψ ◦ ψ−1 = Id. Now it remains to
prove that ψ is continuous. Let π1 : E1 → X be the projection. Let e ∈ E1 and
x = π1(e) ∈ X . According to proposition 4.9 there exists a neighbourhood U of x
such that there exist sections S1, S2, · · · , Sk ∈ Γ(E1) such that S1(y), S2(y), · · · , Sk(y)
is a basis for Ey for each y ∈ U . So, let any point e′ ∈ π−1

1 (U) with projection

x′ = π1(e′) can be written as e′ =
k∑
i=1

fiSi(x
′) and Si’s ∈ C(U). But using the fact

that X is completely regular as it is normal, we can extend Si’s by multiplying by a
function which is zero outside U , and one at x′ to get sections. Call these sections

S̃i. Now note that, if we consider S =
k∑
i=1

fi(x
′)S̃i ∈ Γ(E1), then S(x′) = e′, so

ψ(e′) = (φ(S))(x′) =
( k∑
i=1

fi(x
′)φ(S̃i)

)
(x′) =

k∑
i=1

fi(x
′)((φ(S̃i))(x

′))

Hence, ψ is continuous, since it is finite linear combination of continuous functions
and this is true for all points e′ ∈ Γ(E1). This completes the proof.

Remark 4.28. One can check that the result holds even for surjective maps, that is, if X
is a normal space, and (E1, π1), (E2, π2) be two vector bundles over the space X of rank k.
Then there exists a surjective map φ : E1 → E2 if and only if there exists a surjective map
ψ : Γ(E1)→ Γ(E2). Similarly, it holds for injective maps as well.

Remark 4.29. We claim that trivial vector bundles over a compact Hausdorff space X are
in one-to-one correspondence with the finitely generated free C(X)-modules. In order to see
this, first note that any section of a trivial bundle of rank k is the set of continuous functions
fromX to Rk, that is, the set (C(X))k. Conversely, for a given finitely generated freeC(X)-
module (C(X))n, we can find a trivial vector bundle, namely the trivial vector bundle of
rank n over X which is unique up to isomorphism as proved earlier.

4.5 Examples of Swan’s theorem

Let us now see some examples of projective modules which are not free.
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Example 4.30. Let K be a field. Consider a ring R := M2(K),

P :=

{[
a
b

] ∣∣∣∣∣ a, b ∈ K
}

Clearly, P is an R-module. Moreover, R ∼= P ⊕ P . Thus P is a projective module. Now,
let us prove that P is not free. On contrary, let us assume that P is free, and let {xi}i∈I
be its basis. Then since dimKR = 4 and dimRP = |I|, we have dimKP = 4|I|. But,
by the definition of P , we also have dimKP = 2 which implies, 2 = 4|I| which gives us a
contradiction. Hence P is not free. We can extend this argument to R = Mm(K) where,
m ≥ 2,m ∈ N. Then each column space ofR will be a projective module which is not a free
R-module.
Lemma 4.31. Let (E, π) be the Möbius bundle over S1, then E ⊕ E ∼= ε2.

Proof. Let us consider the trivializations to be U = S1 − {−1}, V = S1 − {1}, and
corresponding transition functions to be as follows.

gUV (eiθ) =

{
−I2 if 0 < θ < π

I2 if π < θ < 2π

Now, we can define hU : U → GL2(R) and hV : V → GL2(R) as follows.

hU(eiθ) =

{
−I2 if 0 ≤ θ < π

I2 if π < θ ≤ 2π

and
hV (eiθ) = I2 for θ ∈ (0, 2π)

Then it can be easily checked that these functions are continuous and satisfy

hU · gUV = g′UV · hV on U ∩ V

,where g′UV are constant identity matrices since they represent the transition data
for trivial bundle ε2.
Example 4.32 (Möbius band). Let (E, π) denote the Möbius band, that is, the only non-
trivial line bundle over S1. Consider the set of sections Γ(E). From lemma 4.31 we know
that E ⊕E ∼= S1 ×R2. Hence, taking sections of both sides, we get Γ(E) to be a projective
C(S1)-module. From the remark 4.29 we know that there is one-to-one correspondence be-
tween trivial vector bundles over X and finite free C(X)-modules. Hence, Γ(E) gives us
an example of a projective module which is not free.
Example 4.33. Let X = S2, E = TS2 be the tangent bundle of S2. Then, by Hopf’s the-
orem, that is, a generalization of Hairy ball theorem[8, 14] we know that TSn is a trivial
vector bundle if and only if n is odd, in particular TS2 is a non-trivial vector bundle. More-
over, we know that TM ⊕N ∼= ε|Rk ∼= εk, where M is a manifold embedded in Rk, and N
is the normal bundle which is the line bundle such that each fiber is spanned by the point
itself. Taking sections of both the sides we get an example that Γ(TS2) is a finitely generated
projective C(S2)-module which is not free.
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Example 4.34. Let us search for a non-compact space X which will give us an example
of a vector bundle (E, π) for which the section Γ(E) is not a finitely generated projective
C(X)-module. Note that, if X is paracompact, Hausdorff, then we can not get an example
out of it simply because, any vector bundleE of rank k over a paracompact, Hausdorff space
is trivial bundle by corollary 5.27, which implies Γ(E) ∼= (C(X))k, that is, Γ(E) is finitely
generated projective module. One might try to get an example from proposition 4.21 by
trying to construct an idempotent valued continuous function which is not the constant
maps mapping to the identity In ∈ Mn(R)). Consider the topological space X to be R.
Consider P : R→Mn(R) as the following map:

P (θ) =

[
1/2 + (cos(θ))/2 (sin(θ))/2

(sin(θ))/2 1/2− (cos(θ))/2

]
Clearly, this is an idempotent valued continuous map which is not the trivial map. Note
carefully that proposition 4.21 gives us a relation for same value of n, but it might very well
happen that the function P fives a finitely generated projective C(X)-module which we get
even after using the correspondence for some constant identity valued map to an identity
Im ∈ Mm(R), where the correspondence is the one described in the proof of proposition
4.21. In other words, the correspondence described in proposition 4.21 is not a one-to-one
correspondence. We can also look at it from geometric point of view. The corresponding
vector bundle for P will be Im(P ) in which the range space is of rank 1 simply because it
is not zero since P is not identically zero, and it is not 2 since the determinant of P is zero
for all θ ∈ R. So, let s(θ) be a 2× 1 column vector which generates range(P (θ)). Then we
can have a map φ : ε1 → Im(P ) as (t, v) 7→ (t, v · s(t)) which can act as an isomorphism
implying Im(P ) ∼= ε1. One can consider the following function as s(θ) defined on (0, 4π]
as follows, and extended 4π periodically.

s(θ) =



v1(θ) if 0 < θ ≤ π/2

v2(θ) if π/2 < θ ≤ 3π/2

−v1(θ) if 3π/2 < θ ≤ 5π/2

−v2(θ) if 5π/2 < θ ≤ 7π/2

v1(θ) if 7π/2 < θ ≤ 4π

where, v1(θ) is the first column of P (θ) and v2(θ) is the second column of P (θ).

Remark 4.35. The previous example shows us that compactness is not a necessary condi-
tion to get a one-to-one correspondence between finitely generated projectiveC(X)-modules
and vector bundles over space X .

Fact 4.36. Let γ1 be the tautological line bundle [3] over RP∞. Then for any k ∈ N, there
does not exists any vector bundle η of rank k over RP∞ such that γ1⊕η ∼= εk+1. Refer [15].

Fact 4.37. Direct limit of paracompact Hausdorff spaces is paracompact Hausdorff if the
direct limit is compactly generated. Refer [2].

Example 4.38. We aim to find an example of a space which is not compact in a hope that
the set of sections of a vector bundle over that space to violate finite generatedness. So,
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let X = RP∞ with the direct limit topology where Xn’s are RPn’s and Fij are canonical
injections obtained by adding zeros in the remaining co-ordinates. Consider γ1 to be the
tautological line bundle over RP∞. Since RP∞ is used a classifying space for principal
bundles over Z2 [15], γ1 6∼= ε1 and we know that, since RPn are a CW complexes, they
are paracompact, Hausdorff space. So, using fact 4.37 we have RP∞ to be paracompact,
Hausdorff, hence it is normal so get that Γ(γ1) 6∼= Γ(ε1), that is, Γ(γ1) is not free. Now, if
Γ(γ1) is finitely generated, then there exists a surjection from C(RP∞)k → Γ(γ1) for some
k ∈ N. Hence, due to remark 4.28 we have a surjection from εk → γ1. Hence, using metric
on εk we can write εk ∼= (γ1) ⊕ (γ1)⊥. But using fact 4.36 we get a contradiction, hence
Γ(γ1) can not be finitely generated. Note that, similar arguments can be used forX = CP∞.
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5 Vector bundles: Kaplansky’s theorem

5.1 Localization

Now we are going to study the algebraic analogues of a bundle being locally trivial,
that is, localizations over C(X) and when it is globally trivial.
Definition 5.1. Let R be a commutative ring, S ⊆ R be a multiplicatively closed set (that
is, 1 ∈ S and s, t ∈ S implies s · t ∈ S). Then we define a ring called localization of R with
respect to S and denote it by S−1R such that

S−1R :=

{[a
b

]∣∣∣a ∈ R, b ∈ S}/ ∼
where a1

b1

∼ a2

b2

if and only if there exists t ∈ S such that t(a1b2 − a2b1) = 0.[a1

b1

]
+
[a2

b2

]
:=
[a1b2 + a2b1

b1b2

]
,
[a1

b1

]
·
[a2

b2

]
:=
[a1a2

b1b2

]
Let us check that this addition and multiplication is well-defied, that is, numerator
belongs to R, denominator belongs to S, and it respects the equivalence classes.
The first two checks are immediate, for the third one, if

t1, t2 ∈ S such that ti(aidi − cibi) = 0 for i = 1, 2 (8)

that is,
[ai
bi

]
=
[ ci
di

]
, for i = 1, 2. For addition, we have to show that[a1b2 + a2b1

b1b2

]
=
[c1d2 + c2d1

d1d2

]
, that is, to show that there exists a t ∈ S such that

t((a1b2 + a2b1)(d1d2)− (c1d2 + c2d1)(b1b2)) = 0.

Putting t = t1 · t2 and rearranging, we get L.H.S. equals to

t2b2d2(a1d1 − b1c1) + t1b1d1(a2d2 − b2c2).

This is equal to zero due to 8. Now, for multiplication, we need to show that there
exists t ∈ S such that

t(a1a2d1d2 − b1b2c1c2) = 0. (9)
From 8, by multiplying two equations with each other, we get

t1t2(a1d1a2d2 − a1d1b2c2 − b1c1a2d2 + b1c1b2c2) = 0.

That is,

t1t2(a1d1a2d2 − a1d1b2c2 − b1c1a2d2 + 2b1c1b2c2 − b1c1b2c2) = 0.

After rearranging the terms, we get

t1t2(a1d1a2d2) + b2c2t2t1(b1c1 − a1d1) + b1c1t1t2(b2c2 − a2d2) = 0.

Again using 8 we get t1t2(a1d1a2d2−b1b2c1c2) = 0, that is, 9 gets satisfied for t = t1·t2,
hence we are done.
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Example 5.2. If p is a prime ideal, then S := R− p is a multiplicatively closed set simply
because, 1 ∈ S as 1 6∈ p; s, t ∈ S implies s, t 6∈ p which in turn implies s · t 6∈ p because,
if s · t ∈ p then since p is prime, either s ∈ p or t ∈ p or both which can not be true by our
assumption. Hence, s · t ∈ S. Since maximal ideals are prime ideals, so we will denote the
localizations of ring R due to the maximal ideals of the form mx as Rx. Moreover, we also
claim the following.

Lemma 5.3. Let p be a prime ideal, then the localization constructed by using S = R − p
is a local ring.

Proof. Denote the localization by Rp, then we claim that the only maximal ideal in
Rp is pRp :=

{[a
b

]∣∣∣a ∈ p, b ∈ R− p
}

. Clearly, pRp is an ideal since a1 + a2 ∈ pRp for
all a1, a2 ∈ pRp and a · x ∈ pRp for all a ∈ pRp, x ∈ Rp, as p itself is an ideal. Now,
we will show that, if I 6⊆ pRp is an ideal, then I is the full ring Rp. For then, it will
not only imply that pRp is a maximal ideal, but also that pRp is the only maximal

ideal. So, let
[a
b

]
∈ I such that a 6∈ p, that is, a ∈ R − p. Then

[ b
a

]
∈ R and I being

an ideal
[a
b

]
·
[ b
a

]
∈ I which implies 1 ∈ I , hence proved.

Definition 5.4. Let M be an R-module, S ⊆ R be a multiplicatively closed set. Then we
define a module over S−1R called localization ofM with respect to S and denote it by S−1M
such that

S−1M :=

{[m
s

]∣∣∣m ∈M, s ∈ S
}/
∼

where m1

s1

∼ m2

s2

⇔ there exists t ∈ S such that t(s2m1 − s1m2) = 0.

[m1

s1

]
+
[m2

s2

]
:=
[s2m1 + s1m2

s1s2

]
,
[ a
s1

][m
s2

]
:=
[ am
s1s2

]
,where a ∈ R

To check that this addition and R-action is well-defied, note that the numerators
belong to M , and denominators belong to S. To show that they respect the equiva-
lence classes, the proof for addition is similar as that for localization over a ring.Now,
for group action, let

[m1

s1

]
and

[m2

s2

]
be such that

t1(s2m1 − s1m2) = 0 for some t1 ∈ S. (10)

and
[a1

s′1

]
and

[a2

s′2

]
be such that

t2(s′2a1 − s′1a2) = 0 for some t2 ∈ S. (11)

We need to prove that
[a1m1

s′1s1

]
=
[a2m2

s′2s2

]
, that is,

t(s′2s2a1m1 − s′1s1a2m2) = 0 for some t ∈ S. (12)
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Multiplying equation 10 and 11 we get

t1t2(s2s
′
2a1m1 − s′2s1a1m2 − s′1s2a2m1 + s′1s1a2m2) = 0.

Adding and subtracting s′1s1a2m2 once, we get

t1t2(s2s
′
2a1m1 − s′2s1a1m2 − s′1s2a2m1 + 2s′1s1a2m2 − s′1s1a2m2) = 0.

Rearranging all the terms gives us the following equation.

t1t2(s′2s2a1m1 − s′1s1a2m2)− s1m2t1t2(s′2a1 − s′1a2)− s′1a2t2t1(s2m1 − s1m2) = 0.

Now, invoking 10 and 11 again, we get t = t1t2 for which 12 gets satisfied. Hence
the R-action is also well-defined.

Example 5.5. If p is a prime ideal, then we can have a multiplicative set S = R − p
similar to the example 5.2. Again, since maximal ideals are prime ideals, we will denote the
localizations of maximal ideals of the form mx over modules P as Px.

5.2 Application of localization of modules for vector bundles

Lemma 5.6. Let R be a commutative ring, P be a finite rank projective R-module, S ⊆ R
be a multiplicatively closed set, then S−1P is also a finite rank projective S−1R-module.

Proof. In order to prove this, it is enough to prove that S−1(P ⊕Q) ∼= S−1P ⊕S−1Q.
For then, since P is projective, we have an R-module Q such that P ⊕ Q ∼= Rn for
some n ∈ N. Then taking localization on both the sides, we get S−1P ⊕ S−1Q ∼=
S−1(Rn) ∼= (S−1R)n.

Now, consider an element
[ p
s1

]
∈ S−1P,

[ q
s2

]
∈ S−1Q and map this to

[
(s2 · p+ s1 · q)

s1 · s2

]
under a map say, Φ : S−1P ⊕ S−1Q → S−1(P ⊕Q). It is easy to check that this is a
S−1R-linear map. Also, it indeed is well-defined. So, it remains to prove that Φ is a

bijection. Let
[

(p+ q)

s

]
∈ S−1(P ⊕ Q) then Φ

([p
s

]
+
[q
s

])
=

[
(p+ q)

s

]
simply be-

cause Φ
([p
s

]
+
[q
s

])
=
[s · p+ s · q

S2

]
=

[
(p+ q)

s

]
since for 1 ∈ S we have 1(s(s ·p+

s · q)− S2(p+ q)) = 0. Hence, Φ is surjective. Now, let Φ
([ p
s1

]
+
[ q
s2

])
= 0, that is,[ p+ q

s1 · s2

]
= 0, that is, p+ q = 0 which implies p = 0 = q. Hence

([ p
s1

]
+
[ q
s2

])
= 0.

This proves the injevtivity and hence Φ is an isomorphism and this completes the
proof.

Consider X to be a compact Hausdorff space, R = C(X) and a maximal ideal of
the form mx for some x ∈ X . Then we can talk about C(X)x since a maximal ideal
is a prime ideal.
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LetP|R be the set of all finitely generated projectiveR-modules up to isomorphism,
and let V ect(X) denote the set of all vector bundles over base spaceX up to isomor-
phism. Note that V ect(X) is a disjoint union of V ectk(X), k ≥ 0, where V ectk(X) is
the set of all rank k vector bundles over base space X up to isomorphism.

Definition 5.7 (Direct limit). Let I be a directed, that is, totally ordered set. A directed
system of spaces, indexed by I , is a collection of spacesXi with continuous maps fji : Xi →
Xj if i ≤ j such that fii = IdXi and fkj ◦ fji = fki. The direct limit space is defined to be
the quotient space

lim
−→

Xj :=
(⊔
j∈I

Xj

)/
∼

where ∼ is the equivalence relation generated by the identifications Xi 3 x ∼ fji(x) ∈ Xj

for i ≤ j according to the order of I .

Definition 5.8. Let X be a topological space, x ∈ X be a point. Then we define germ of
vector bundle at x as the set {[(E,U)]|E ∈ V ect(X), U is an open set containing p}where,
(E1, U1) ∼ (E2, U2) if E1|V ∼= E2|V for some open set V ⊆ U1 ∩ U2. Denote it by germx.

Now, we claim that, for each x ∈ X the following diagram commutes.

V ect(X) germx

P|C(X) P|C(X)x

Φ1

Φ2 Φ3

Φ4

All four maps are set theoretic maps which respects the isomorphism classes of
each object. The maps are described below.

• Let (E, π) ∈ V ect(X) and let {Ui}i∈I be trivializing neighbourhoods. Then
map E 7→ [(E,U)] where U is a trivializing neighbourhood containing x. In
order to check that this map is well-defined, consider the case when x lies
in multiple trivializing neighbourhoods, say U1, U2, then clearly (E,U1) ∼
(E,U2) because we have an open set V ⊆ U1 ∩ U2, namely, V = U1 ∩ U2 such
thatE|V = E|V is tautologically true. We also need to check if (E1, π1), (E2, π2)
are isomorphic bundles of rank k, then they map to the same element in
germx. We can have a common refinement of trivializing neighbourhoods
which cover X for both E1 and E2. Let U be a trivializing neighbourhood
which contains x. Note that E1 and E2 get mapped to (E1, U) and (E2, U)
respectively under Φ1. In order to show that they are equivalent, consider
V = U itself, and observe that E1|V ∼= U × Rk ∼= E2|V . Hence Φ1 is indeed
well-defined.

• Φ2 is studied explicitly in the proof of Swan’s theorem.
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• Let E be a vector bundle of rank k, and U be an open set containing x. Let
{(Eα,Uα)}α∈Λ be members of the equivalence class [(E,U)]. Let (Eα, Uα) be
fixed. Consider {V α

i }i∈I be trivializing neighbourhoods of Eα which cover
X . Then there exists an open set in {V α

i }i∈I which contains x. Call that set
Vα. Then note that there exists an open set Wα such that (Eα, Uα) ∼ (εk,Wα),
namely,Wα = Uα∩Vα. Then, having the collection {(Eα, Uα)}α∈Λ is equivalent
of having the collection {(εk,Wα)}α∈Λ. Now, denote the set of sections over
εk restricted to Wα as Γ(Eα). Since the map Φ2 maps a vector bundle to its
set of sections, we are searching for Φ3 to be of similar kind. Note that, if
we had {Wα}α∈Λ to be a totally ordered set, that is, for any given β, γ ∈ Λ,
either Wβ ⊆ Wγ or Wγ ⊆ Wβ , without loss of generality, if we had Wβ ⊆
Wγ , then we could have defined a function fβγ : Γ(Eγ) → (Γ(Eβ)) as (s :
wγ → εk) 7→ (s|Wβ

: Wβ → εk). Note that this certainly satisfies the condition
mentioned in the definition of direct limit (5.7), that is, fαβ ◦ fβγ = fαγ. So,
we can define the direct limit of Γ(Eα) and denote it by lim

−→
Γ(Eα). In a more

general setting, it is also called stalk of a sheaf at the point x. So, let us try to
obtain a totally ordered set which is in principle equivalent to {(εk,Wα)}α∈Λ.
To do this, consider two elements Wα,Wβ , if either of them is contained in
other, then we are done. Otherwise, redefine one of these sets, say Wα as
W ′
α = Wα ∩ Wβ , and keep Wβ as it is. Clearly, (εk,Wα) ∼ (εk,Wα ∩ Wβ) =

(εk,W ′
α), so nothing is really changing. Now, note that X is compact, hence

this process of redefining sets will finish in at most finitely many steps and
give us the required totally ordered collection. Now it remains to prove (i)
lim
−→

Γ(Eα) ∈ P|C(X)x , that is, lim
−→

Γ(Eα) is a finitely generated projectiveC(X)x-
module, and (ii) lim

−→
Γ(Eα) ∼= (C(X)x)

k. Though, it is enough to prove (ii) since
(ii) trivially implies (i). To prove (ii), note that, each Γ(Eα) realized as set of
sections of εk over Wα has a k-tuple of linearly independent sections, which
do not vanish on Wα since they are linearly independent, in particular, they
do not vanish at x which gives us (ii).

• Using definition 5.4 we can map a finitely generated projective module P to
Px under the map Φ4. Moreover, using lemma 5.6 and lemma 4.20 we get that
the map Φ4 is indeed well-defined.

To check the commutativity of the diagram, let E ∈ V ectk(X), then Φ3 ◦ Φ1(E) =
(C(X)x)

k. So, it remains to prove that Φ4(Γ(E)) = (C(X)x)
k. To prove this, let[m

s

]
∈ Φ4(Γ(E)), that is, m ∈ Γ(E), s ∈ C(X) − mx, that is, s(x) 6= 0. Now, from

proposition 4.9 we can write m =
k∑
i=1

fi · si, where fi and si are defined over U .

Consider V to be an open set such that x ∈ V ⊆ V ⊆ U and using Urysohn’s lemma
let g : X → [0, 1] be a function which is 1 on V , zero on UC . Obtain s̃i := si · g,

which is continuous and defined on whole of X . Now consider m′ :=
k∑
i=1

fi · s̃i.
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Now we claim that
[m
s

]
=
[m′
s

]
. So consider a function t ∈ C(X) such that t(x) =

1, t(V C) = {0}, which implies t(s(m−m′)) = 0 since t is zero outside V andm = m′

on V . In order to conclude the proof, see that m′ can be written as direct sum of{[ s̃i
s

]}k
i=1

where
[ s̃i
s

]
∈ C(X)x since s̃i(x) 6= 0 for all x because s̃i = si · g and

g(x) 6= 0 by construction, and si(x) can not be zero since they are basis elements for
Ex. This proves that Φ3 ◦ Φ1 = Φ4 ◦ Φ2, that is, the diagram commutes.
From the commutativity of the diagram, we see that the image of finitely generated
projective modules which are also finitely generated projective over the local ring
C(X)x are free. So one can naturally ask if this is true for any local ring in general.
The answer is yes. The proof is given in 5.11 which follows from the Nakayama’s
lemma (A.5). Moreover, one can relax the condition of finitely generatedness and
still get the modules to be free. This is known as Kaplansky’s theorem which will
be proved in the next subsection.

Lemma 5.9. Let R be a commutative ring, M be an R-module, I be an ideal in R, then
M/IM is a module over R/I .

Proof. Clearly, IM is a submodule ofM since a ·
n∑
i=1

aimi = (a · ai)mi ∈ IM because

I is an ideal, that is, a · ai ∈ I for all ai ∈ I, a ∈ R and closure under addition is also
trivial. Consider, M/IM = {m+ IM |m ∈M}. Define an R/I action as follows:

(a+ I) · (m+ IM) := (a ·m+ IM)

Let us check that this action is well-defined. So, let a1, a2 ∈ R such that a1− a2 ∈ I ,
m1,m2 ∈M such thatm1−m2 ∈ IM . Then we need to prove that a1m1−a2m2 ∈ IM .
Consider, (a1−a2)(m1−m2) = a1m1 +a2m2−a2m1−a1m2.Adding and subtracting
a2m2 once, and rearranging, we get

a1m1 − a2m2 = (a1 − a2)(m1 −m1)− a2(m2 −m1)− (a2 − a1)m2.

Note that (a1−a2) ∈ I , hence (a1−a2)(m1−m2) ∈ IM and (a2−a1)m2 ∈ IM . Since

(m2 − m1) can be written as
n∑
i=1

rini, where ri ∈ I, ni ∈ M for all i ∈ {1, · · · , n}.

Now, since I is an ideal,
n∑
i=1

(a2 ·bi)ni ∈ IM as a2 ·bi ∈ I for all a2 ∈ R, bi ∈ I . Hence,

the action is well-defined. Other properties are also satisfied due to the fact thatM
is an R-module.

Lemma 5.10. Let R be a ring, I be an ideal of R and A,B,C be R-modules such that
A ∼= B ⊕ C, then A/IA ∼= B/IB ⊕ C/IC.

Proof. Consider an element (a + IA) ∈ A/IA, that is, a ∈ A. Now decompose a
uniquely as a = b+ c, where b ∈ B and c ∈ C. Map (a+ IA) to (b+ IB) + (c+ IC).
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Note that this decomposition is indeed unique, and possible for all (a+IA) ∈ A/IA.
So, it remains to prove that it is well-defined. Let a1, a2 ∈ A such that (a1−a2) ∈ IA,
we need to show that the corresponding (b1 − b2) ∈ IB and (c1 − c2) ∈ IC. Since

(a1 − a2) ∈ IA, we can write (a1 − a2) =
n∑
i=1

λixi where λi ∈ R, xi ∈ A for all

i ∈ {1, · · · , n}. Decompose xi’s uniquely as yi + zi where yi ∈ B, zi ∈ C for all
i ∈ {1, · · · , n}. Hence, we can write

b1 − b2 + c1 − c2 = a1 − a2 =
n∑
i=1

λiyi +
n∑
i=1

λizi.

Since B ∩C = {0}, we get (b1− b2) =
n∑
i=1

λiyi, (c1− c2) =
n∑
i=1

λizi, that is, (b1− b2) ∈

IB, (c1 − c2) ∈ IC. This completes the proof.

Proposition 5.11. Finitely generated projective modules over commutative local rings are
free.

Proof. Let R be a commutative local ring with m as the maximal ideal. Let M be a
finitely generated projective R-module. Since m is a maximal ideal, R/m is a field
k. From lemma 5.9 we can consider M/mM to be a module over R/m, but since
R/m is a field, we get M/mM as a vector space over k. Hence, we can talk about
its dimension. Since M is finitely generated, the dimension should also be finite,
say n. Now, let {mi +mM}ni=1 be the generators ofM/mM . Then using a version of
Nakayama’s lemma, that is, proposition A.7 we can say that {m1, · · · ,mn} generate
M as an R-module. Now, consider the map φ : Rn →M as ai 7→ mi, where ai’s are
generators, namely, ai = (r1, · · · , rn) such that ri = 1, rj = 0 for all j 6= i. Then φ is
a surjective map. Hence, it is enough to prove that ker(φ) = 0. Moreover, we can
have the following short exact sequence.

0 ker(φ) Rn M 0

Hence, using proposition 4.19 and the fact that M is projective, the short exact se-
quence splits and we get Rn ∼= ker(φ) ⊕ M as R-modules. Now, using 5.10 we
get

Rn/mRn ∼= ker(φ)/mker(φ)⊕M/mM.

Now, note that from 5.10 we also get Rn/mRn ∼=
n⊕
i=1

R/mR ∼= kn, and on the

right hand side, M/mM ∼= kn which makes ker(φ)/mker(φ) = 0, that is, ker(φ) =
mker(φ), hence using the most familiar version of Nakayama’s lemma, that is, lemma
A.5 we get ker(φ) = 0. This completes the proof.
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5.3 Kaplansky’s theorem

We will refer [16] for this entire subsection.

Lemma 5.12. If R is a local ring and x ∈ R, then either x is a unit or (1− x) is a unit.

Proof. Let m be the maximal ideal, and let x ∈ R be an element.
Case I: If x 6∈ m, then we claim that x is a unit. If x is not a unit, then consider the
ideal generated by x, that is, 〈x〉. By Zorn’s lemma, there exists a maximal ideal
containing 〈x〉 [1]. Now, since there is a unique maximal ideal m, we have 〈x〉 ⊆ m
which implies x ∈ m which gives us a contradiction. Hence x is a unit.
Case II: If x ∈ m, then we claim that (1−x) 6∈ m which implies (1−x) is a unit using
case I. So, let if possible (1 − x) ∈ m, then (1 − x) + x ∈ m, since an ideal is closed
under addition. This implies 1 ∈ m but this is a contradiction since a maximal ideal
is a proper ideal by definition. Hence proved.

Lemma 5.13. LetR be a commutative, local ring, letM be a matrix whose diagonal entries
are units and off-diagonal entries are non-units, then M is invertible.

Proof. Let M = (mij)n×n be a matrix whose diagonal entries are units and off-
diagonal entries are non-units. SinceR is a commutative ring, it is enough to prove
that the determinant ofM is a unit. Apply row operations as followsR1×m−1

11 , Rj−
mj1 ×R1 for all j ∈ {2, 3, · · · , n}.

m11 m12 . . . m1n

m21 m22 . . . m2n
... ... . . . ...

mn1 mn2 . . . mnn

 −→


1 m′12 . . . m′1n
0 m′22 . . . m′2n
... ... . . . ...
0 m′n2 . . . m′nn


Let us assume that these row operations gives a matrix called M1. We claim that
m′22 is also a unit, for then applyingR2×m′22

−1, Rj−mj2×R2 for all j ∈ {3, 4, · · · , n}
on M1 will give us M2 and so on. Note that det(M) = m11 · det(M1). So, applying
the row operations n times gives usMn whose which is an upper triangular matrix
with diagonal entries equal to one. So, using det(M) = m11 · det(M1) recursively
we will get the result. So, now it remains to prove that m′22 is a unit. We have
m′22 = m22 −m−1

11 ·m12 ·m21, that is, m22 = m−1
11 ·m12 ·m21 +m′22. Multiplying both

the sides by m−1
22 , we get 1 = m−1

11 ·m−1
22 ·m12 ·m21 +m−1

22 ·m′22. Now, let if possible,
m′22 is not a unit, then so is m−1

22 ·m′22. So by lemma 5.12 we have 1−m−1
22 ·m′22 is a

unit, that is, m−1
11 ·m−1

22 ·m12 ·m21 is a unit, but this is a contradiction since m12 and
m21 are non-units. This completes the proof.

Remark 5.14. One can not expect the lemma 5.13 to be true for any commutative ring in
general. To see this, consider Z to be a commutative ring, and consider the following matrix.

A =

[
1 2
2 1

]
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This is a matrix with diagonal entries to be units and off-diagonal entries to be non-units,
but still it does not have inverse in M2(Z) since, if there was an inverse then it would be its
inverse also in M2(R). But its inverse in M2(R) is[

−1/3 2/3
2/3 −1/3

]
which does not lie in M2(Z). Moreover, inverses are unique, hence A is not invertible in
M2(Z).

Definition 5.15. An R-module A is called countably generated, if there exists a surjection
φ :
⊕
i∈I

AIii → A, where Ai’s are R-modules and AIii =
⊕
j∈Ii

Ai, Ai 6= Aj for i 6= j and I is

a countable set.

Theorem 5.16 (Kaplansky). Projective modules over local rings are free.

Proof. In order to prove this result, we will use several lemmas as follows.
Lemma 5.17. If M is a countably generated R-module and P is a direct summand of M
(that is, M ∼= P ⊕Q for some R-module Q), then P is also coutably generated.

Proof. Let φ :
⊕
i∈I

AIii →M be a surjection. Then we get a surjection

pr1 ◦ φ :
⊕
i∈I

AIii → P such that I is a countable set.

Corollary 5.18. If P is a projective R-module, then P is countably generated.

Proof. We can consider M =
⊕
i∈I

R which is countably generated by definition and

so is P because, M ∼= P ⊕Q for some R-module Q.

Lemma 5.19. Let R be a ring, M be a countably generated R-module. Suppose any direct
summand N of M has following property: if x ∈ N , then there exists a free summand F of
N such that x ∈ F , then M is free.

Proof. Let x1, x2, · · · be generators of M , that is, xi ∈ AIii for all i ∈ I . Since,AIii is
a direct summand of M , there exists a free module Fi such that xi ∈ Fi. So, since
{xi}i∈N span M , we get M =

⊕
i∈N

Fi which is free since each Fi is free.

So, in order to prove the theorem, it is enough to prove the following lemma.
Lemma 5.20. Let P be a projective module of a local ring R. Then any element of P is
contained in a free direct summand of P .
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Proof. Since P is projective, there exists a free projective module F such that F =
P ⊕Q for some R-module Q. Let x ∈ P , let B be a basis of F (that is, any element

k ∈ F can be written uniquely as k =
n∑
i=1

aiei, ai ∈ R, ei ∈ B). Let B be such

that the number of basis elements required to represent x is minimal (that is, B

depends on the choice of x). Hence, if x =
n∑
i=1

aiei, then no aj can be expressed

as linear combination of other ai’s, because, if aj =
∑
i 6=j

aibi, then replacing ei by

ei + biej will leave the sum unchanged, since

x =
∑
i 6=j

ai(ei + biej) =
∑
i 6=j

(aiei + aibiej) =
∑
i 6=j

aiei +
(∑

i 6=j

aibi

)
ej =

n∑
i=1

aiei = x

But
∑
i 6=j

ai(ei + biej) has a shorter expression which contradicts the minimality.

Now, let ei = yi + zi such that yi ∈ P, zi ∈ Q. Write

yi =
n∑
j=1

bijej + ti (13)

where ti is linear combination of terms in B other than {e1, e2, · · · , en}. To finish
the proof it suffices to prove that the matrix (bij)n×n is invertible. For then, the map
Ψ : F → F mapping ei → yi for all i ∈ {1, 2, · · · , n} and fixing B − {e1, e2, · · · , en}
forms an isomorphism. So, {y1, y2, · · · , yn} together with B−{e1, e2, · · · , en} forms
a basis for F . Then define a submodule N = span{y1, y2, · · · , yn}which is free and
submodule of P . We have

x =
n∑
i=1

aiei =
n∑
i=1

ai(yi + zi) =
n∑
i=1

aiyi +
n∑
i=1

aizi

Now, since Ψ is an isomorphism, we can write ei =
n∑
j=1

cijyi where i ∈ {1, 2, · · · , n}.

Substituting this in the equation above, we get

n∑
i=1

(
ai

( n∑
j=1

cijyj

))
−

n∑
i=1

aiyi =
n∑
i=1

aizi

Now, since P ∩Q = {0}, we get
n∑
i=1

aizi = 0, hence

x =
n∑
i=1

aiei =
n∑
i=1

aiyi ∈ N (14)

56



Now, let us prove that (bij)n×n is invertible. Using 13 and 14 and equating the co-

efficients of ej’s, we get aj =
n∑
i=1

aibij . But, since aj can not be written as a linear

combination of other ai’s, bij is non-unit for all i 6= j and (1 − bii) is also non-unit.
Since (1− bii) is a non-unit, from lemma 5.12, 1− (1− bii) = bii is a unit. Now, using
lemma 5.13 we get that the matrix (bij)n×n is invertible.

This completes the proof of the Kaplansky’s result.

One can naturally ask if we can use this Kaplansky’s result for any C(X). The
answer unfortunately is, for a huge class of spaces, that is, when X is normal, we
can not have C(X) to be a local ring , simply because for each x, y ∈ X, x 6= y, there
exists functions f ∈ C(X) such that f(x) = 0 and f(y) = 1 since singletons {x}, {y}
are closed by definition of X being normal. Hence, f is not a unit since f(x) = 0,
and (1 − f) is also a non-unit since (1 − f)(y) = 0, hence by lemma 5.12 C(X) can
not be a local ring.

Remark 5.21. As we have seen Φ2 is in fact a bijection, similarly, Φ3 is also a bijec-
tion. To prove this, let us first consider [(E1, U1)], [(E2, U2)] such that Φ3([(E1, U1)]) =
Φ3([(E2, U2)]). Again, from lemma 3.21 we can have a common refinement of the trivial-
izing neighbourhoods of E1 and E2, also, without loss of generality we can assume U1 and
U2 to be elements in the common refinement. So, we can consider an open set V = U1 ∩U2

which is non-empty since x ∈ U1, U2. Now, since E1|V and E2|V are both trivial vector
bundles over a same set V , and of same rank k, we can say that E1|V ∼= E2|V , that is,
[(E1, U1)] = [(E2, U2)]. This proves that Φ3 is injective. Now, for surjectivity, by Ka-
plansky’s result, any projective module over C(X)x is of the form

⊕
i∈I

C(X)x and finitely

generatedness implies that |I| is finite, say |I| = n, then there exists an element in germx,
namely [(εn, X)] which maps to (C(X)x)

n under Φ3.

5.4 Globally trivial vector bundles

Definition 5.22. Let f : X → Z, g : Y → Z be two continuous maps then define

X ×Z Y := {(x, y) ∈ X × Y |f(x) = g(y)}

as a pullback of g : Y → Z by f . Sometimes, X ×Z Y will be denoted by f ∗(Y ). In other
words, the following diagram commutes.

f ∗(Y ) Y

X Z

pr2

pr1 g

f

Lemma 5.23. Let (E, π) be a vector bundle of rank k over X × [0, 1]. If E|X×[a,b] and
E|X×[b,c] are trivial, then E|X×[a,c] is trivial.
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Proof. Since E|X×[a,b] and E|X×[b,c] are trivial, we have the following trivializations.

Φ1 : E|X×[a,b] → X × [a, b]× Rk,Φ2 : E|X×[b,c] → X × [b, c]× Rk

Also consider the maps which we get after restricting Φi’s to X × {b}.

φ1 : E|X×{b} → X × {b} × Rk, φ2 : E|X×{b} → X × {b} × Rk

Note that φi’s are homeomorphisms hence if we keep Φ2 as it is and replace Φ1 by
φ2◦φ−1

1 ◦Φ1 we get a trivialization of whole ofX×[a, c]. HenceE|X×[a,c] is trivial.

Lemma 5.24. Let (E, π) be a vector bundle of rank k over X × [0, 1] then there exists an
open cover {Ui}i∈I of X such that E|Ui×[0,1] → (Ui × [0, 1])× Rk is trivial.

Proof. Let x ∈ X be a point. Consider a compact set {x} × [0, 1]. Now, for each
point (x, t) ∈ {x} × [0, 1] find a trivializing neighbourhood say U(x,t) × [t′, t′′] which
contains the point (x, t). Hence {Ux,t×[t′, t′′]}t∈[0,1] forms an open cover of {x}×[0, 1]
and let {U(x,ti) × [t′i, t

′′
i ]}ni=1 be a finite subcover which exists since {x} × [0, 1] is

compact. Now, define Ux :=
n⋂
i=1

Ux,ti . Now, using the fact that each E|Ux×[t′,t′′] is

trivializable and due to compactness of X there are at most finitely many bundles
of the form E|Ux×[t′,t′′], so using lemma 5.23 finitely many times, we get E|Ux×[0,1] to
be trivializable. Hence, we get get the required cover as {Ux}x∈X .

Lemma 5.25. Let {Uα}α∈I be an open cover of a paracompact spaceX , then there is a count-
able open cover {Vk}k∈N such that each Vk is a disjoint union of open sets each contained in
some Uα, and there is a partition of unity {φk}k∈N with φk supported in Vk.

Proof. Let {φα}α∈I be a partition of unity subordinate to {Uα}α∈I . For each finite
subset S of {φα}α∈I define VS to be the subset ofX where all the φα’s in S are strictly
greater than all the φα’s not in S . We claim that VS is an open set. To prove this, let
x ∈ VS be a point. Consider an open set U around U such that U intersects at most
finitely many Uα’s say, for α ∈ T . Note that

x ∈
(
U ∩

( ⋂
α∈S, β∈T−S

(ρα − ρβ)−1(0,∞)
))
⊆ VS

since VS =
⋃

α∈S, β 6∈S

(ρα − ρβ)−1(0,∞). Clearly U ∩
( ⋂
α∈S, β∈T−S

(ρα − ρβ)−1(0,∞)
)

is

an open set, hence VS is open. Also, VS is contained in some Uα, namely, any Uα
corresponding to φα ∈ S, since φα ∈ S implies φα > 0 on VS . Now, define Vk to be
the union of all the open sets VS such that S has k elements. In order to see that
this is a disjoint union, let x ∈ VS1 ∩ VS2 . Since S1 and S2 are two distinct sets of
same finite cardinality, there exists elements φα1 ∈ S1− S2, φα2 ∈ S2− S1 such that
α1 6= α2, now, since x ∈ VS2 , we can say that ρ2(x) > ρ1(x), similarly, since x ∈ VS1

we can say that ρ1(x) > ρ2(x) which is a contradiction. Now, the collection {Vk} is
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a cover of X since if x ∈ X then x ∈ VS where, S = {φα|φα > 0}.
For the second statement, let {φk′}k′∈N be a partition of unity subordinate to the
cover {Vk}k∈N, and define φk to be the sum of those φk′’s which are supported in Vk
but not in Vj for j < k.

Theorem 5.26. (i) Let π : E → X be a vector bundle of rank n and g : Y → X be a
continuous map. Then (pr2 =)π̃ : g∗E → X is a vector bundle of rank n over X and
ĝ(= pr2) is a map of bundles.

g∗(E) E

Y X

ĝ

π̃ π

g

(ii) LetX be paracompact Hausdorff and let g0, g1 : Y → X be such that g̃ : Y ×[0, 1]→ X
is a one parameter family of maps, then g∗0(E) and g∗1(E) are isomorphic.

Proof. To prove (i), note that

π̃−1(x) = {(x, e) ∈ X × E|π(e) = g(x)} = π−1(g(x)) ∼= Eg(x)

Hence fiberwise vector space structure is clear. Now, for each x ∈ X we have an
open set g−1(Ug(x)) say, vx where, Ug(x) is a trivializing neighbourhood of g(x) in
the vector bundle (E, π). Moreover, gij ◦ g : Vx → GLk(R) can act as the required
transition functions since they satisfy the cocycle data, simply because,

(gij ◦ g(x)) · (gjk ◦ g(x)) = (gij · gjk) ◦ g(x) = gik ◦ g(x)

Now, to prove (ii), let {Ui}i∈I be trivializing neighbourhoods which coverX . Then,
by lemma 5.25 we have a countable open cover say V = {Vk}k∈N and a partition of
unity {φk}∈N subordinate to V . Also, let ρ0 = 0. Define

Xi = graph of (ρ0 + ρ1 + · · ·+ ρi) in X × [0, 1] =
{(
x,

i∑
j=0

ρj(x)
)
∈ X × [0, 1]

}
AndX∞ :=

{(
x,
∑
j∈N

ρj(x)
)
∈ X × [0, 1]

}
= {(x, 1) ∈ X × [0, 1]}. Note thatXi

∼= Xj

for all i, j ∈ N∪{0,∞}. Now, define Ei := E|Xi for i ∈ N∪{0,∞}. We aim to prove
that E0

∼= E∞ since X0 = X × {0} and X∞ = X × {1}. To prove this, we will use
the method of induction. So, let us construct a bundle map Fi : Ei → Ei+1. First

note that π(e) =
(
x,

j=i∑
j=0

ρj(x)
)

. If pr1 ◦ π(e) 6∈ Ui+1 then e 7→ e, otherwise

e
(
x,

i∑
j=0

ρj(x)
) (

x,
i∑

j=0

ρj(x), v
) (

x,
i+1∑
j=0

ρj(x), v
)

Fi(e)
π φi+1 φ−1

i+1
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Note that Fi indeed is a homeomorphism, and fiberwise linear isomorphism, that
is, Fi is a vector bundle isomorphism. Hence we are done.

E0 E1 E2 · · ·

X0 X1 X2 · · ·

∼=
F0

Id

∼=
F1

∼=
F2

∼= ∼= ∼=

Corollary 5.27. Let (E, π) be a vector bundle of rank n over a paracompact, Hausdorff and
contractible topological spaceX . Then (E, π) is isomorphic to a trivial bundle overX (that
is, (E, π) is trivializable).

Proof. Since X is contractible, there exists a one parameter family as follows: h̃ :

X × [0, 1] → X such that h̃|t=0 = IdX and h̃|t=1 = Cx0 , where Cx0 is the constant
function at a point x0 ∈ X . Now, it can be seen from the method used in the proof of
part (i) of the previous theorem that h∗0(E) ∼= E, and h∗1(E) ∼= εn as vector bundles.
Hence, we get the proof using part (ii) of the previous theorem.

Lemma 5.28. The Euclidean space Rn is paracompact for all n ∈ N.

Proof. Let n ∈ N be fixed and let U = {Ui}i∈I be an open cover of Rn. Let x ∈ Rn

be a point. Now, define Vx,i := B1(x) ∩ Ui, for all x ∈ Rn, i ∈ I , where B1(x) is an
open ball of radius 1 and center x. We know B1(x) is compact, due to the Heine
Borel theorem. Hence, the open cover U of Rn which also covers B1(x) has a finite
subcover. Hence, we get the required refinement, namely {Vx,i}x∈Rn,i∈I of {Ui}i∈I
which is locally finite, since, for each x ∈ Rn, there exists an open set B1(x) such
that {(x, i) ∈ Rn × I|B1(x) ∩ Vx,i 6= ∅} is a finite set.

From corollary 5.27 we have vector bundles over paracompact, Hausdorff and con-
tractible to be trivializable. The algebraic analogue of Rn is the affine n-space kn
(for a field k). The ring of functions gets replaced here by polynomials, that is,
k[x1, · · · , xn]. Algebraic vector bundles (that is, vector bundles with transition data
as polynomials) correspond to projective modules over the polynomial ring in n
variables. The question of whether every algebraic vector bundle is algebraically
trivial (that is, the homotopy is algebraic) boils down to prove whether finitely gen-
erated projective modules are free. This was proved independently by Quillen and
Suslin but in a more general context, that is, when k is not just a field, but a principal
ideal domain. It is known as the Quillen-Suslin theorem.

Theorem 5.29 (Quillen-Suslin theorem). [11, 13] LetK be a principal ideal domain, n ∈
N. Then every finitely generated projective module over the polynomial ringK[x1, · · · , xn]
is free.
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Appendices

A Nakayama’s lemma

We will refer [4] for this entire section.

Proposition A.1. Let R be a commutative ring, M be a finitely generated R-module, let a
be an ideal ofR, φ : M →M be anR-module map such that φ(M) ⊆ aM . Then φ satisfies
an equation of the form:

φn + a1φ
n−1 + a2φ

n−2 + · · ·+ an = 0

where ai ∈ a for all i ∈ {1, 2, · · · , n}.

Proof. Let x1, x2, · · · , xn be generators of M . Since each φ(xi) ∈ aM , we can write

φ(xi) =
n∑
j=1

aij · xj for all i ∈ {1, 2, · · · , n}, aij ∈ a for all i, j ∈ {1, 2, · · · , n}. After

rearranging we get the following equation for each i ∈ 1, 2, · · · , n.

n∑
j=1

(δijφ− aij)xj = 0

where δij is the Kronecker delta. Now, consider the matrix with (δijφ − aij) as ijth

entry and multiply both the sides by the adjoint matrix of (δijφ − aij) on left. This
gives a zero matrix. Hence, det(δijφ− aij) = 0 since product of a matrix A with its
adjoint matrix gives us a scalar matrix with the value of determinant of A on the
diagonal entries. Hence using Cramer’s rule [7] we get det(δijφ− aij) to be a monic
polynomial over φ with coefficients from a. This gives the required equation.

Corollary A.2. Let R be a commutative ring, M be a finitely generated R-module, let a be
an ideal of R such that aM = M . Then there exists x ∈ R such that x ≡ 1 (mod a) (that
is, (x− 1) ∈ a) such that xM = 0.

Proof. Take φ : M → M to be the identity map, consider x = 1 + a1 + a2 + · · · + an
which is obtained from proposition A.1, it also implies that x = 0, hence xM = 0.
Moreover, ai ∈ a for all i ∈ {1, 2, · · · , n} hence (x− 1) ∈ a.

Definition A.3. Let R be a commutative ring. Define the Jacobson radical R of ring R to
be the ideal obtained after taking intersection of all maximal ideals in R. It is also denoted
as J(R).

Proposition A.4. Let R be the Jacobson radical of a commutative ring R. An element
x ∈ R if and only if (1− xy) is a unit in R for all y ∈ R.
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Proof. (⇒) Suppose (1 − xy) is not a unit, then it belongs the ideal generated by
itself, and Zorn’s lemma implies that this ideal lies in a maximal ideal, which in turn
implies (1− xy) lies in R. But, x ∈ R hence xy ∈ R which implies (1− xy) + xy =
1 ∈ R, which gives us a contraction.
(⇐) Suppose x 6∈ m for some maximal idealm. Thenm and x generate the full ideal,
so we have u + xy = 1 for some y ∈ R, u ∈ m. Hence 1 − xy = u which implies
(1− xy) ∈ m, hence (1− xy) is not a unit which contradicts the hypothesis.

Lemma A.5 (Nakayama’s lemma). Let R be a commutative ring with unity, M be a
finitely generated R-module and a an ideal of R contained in the Jacobson radical R of R.
Then aM = M implies M = 0.

Proof. By corollary A.2 we have xM = 0 for some x ∈ R such that x ≡ 1 (mod R).
By proposition A.4, x is a unit in R since (1− x) ∈ R which implies 1− (1− x)y is
unit for all y ∈ R. So, let y = 1 and we have the result.

Lemma A.6. Let R be a commutative ring, M be a finitely generated module over R, N be
a submodule of M , and M = N + RM , then M = N .

Proof. Consider the A = M/N . Note that A is also an R-module. Moreover, A is
finitely generated, and we get A = RA after taking the quotient modulo N of the
equationM = N+RM . Hence, using lemma A.5 we getA = 0, that is,M = N .

Proposition A.7. Let R be a commutative ring, M be a finitely generated module over R
and the elements {m1 +RM, · · · ,mn +RM} generate M/RM as an R/R-module, then
{m1, · · · ,mn} also generate M as an R-module.

Proof. Define an R-module N :=
n∑
i=1

Rmi. Clearly, N is a submodule of M , hence it

remains to prove thatM = N+RM , for then applying lemma A.6 we getM = N =
n∑
i=1

Rmi, that is, M is generated by {m1, · · · ,mn}. One sided inclusion, namely,

N + RM ⊆ M is trivial. For the reverse inclusion. Hence, let m ∈ M , let m̃ be

its image under M/RM . Then we can write m̃ =
n∑
i=1

λi(mi + RM), that is, (m −

n∑
i=1

λimi) ∈ RM , that is, m ∈ N + RM . This completes the proof.
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B Maximal ideals

Definition B.1 (Prime ideal). (i) Let R be a commutative ring, then a proper ideal p is
called a prime ideal if for any elements a, b in R, ab ∈ p implies either a ∈ p or b ∈ p or
both.
(ii) Let R be a ring, then a proper ideal p is called a prime ideal if for any ideals A,B in R,
AB ⊆ p implies either A ⊆ p or B ⊆ R or both.

Proposition B.2. IfR is a commutative ring, then the definitions (i) and (ii) are equivalent.

Proof. Note that 〈a〉〈b〉 = 〈ab〉. (⇐) Let ab ∈ p, which implies 〈ab〉 ⊆ p, that is
〈a〉〈b〉 ⊆ p hence either 〈a〉 ⊆ p or 〈b〉 ⊆ p which implies that either a ∈ p or b ∈ p.
(⇒) Let A,B be two ideals in R such that AB ⊆ p but A 6⊂ p and B 6⊂ p which
implies, there exists a ∈ A− p, b ∈ B − p, but ab ∈ AB ⊆ p, hence using definition
(i) either of a or b belongs to p which gives us a contradiction.

Let A be a commutative ring with unity. Define a set Spec(A) := Set of all prime
ideals of A. Let E ⊆ A, then define, V (E) := {p ∈ Spec(A)|E ⊆ p}. Now, we can
define a topology on Spec(A) by calling a set C ⊆ Spec(A) to be closed if and only
if C = V (E) for some ideal E in A. Let us check that this is indeed a topology.
(i) For C = ∅ consider E = 〈1〉. Since prime ideals are proper ideals by definition,
so 1 /∈ p for any p ∈ Spec(A).
(ii) For C = Spec(A), consider E = 〈0〉 since any ideal I contains 0 as ax ∈ I, for all
a ∈ A, x ∈ X and we can consider a = 0.
(iii) Let {V (Ei)}i∈I be closed sets, consider K to be the smallest ideal containing⋃
i∈I

Ei where, the definition of the smallest ideal containing a set S can be seen as

the intersection of all the ideals containing the set S. This makes sense since inter-
section of ideals is also an ideal.
(iv) For closure under finite union, let us first consider V (I1), V (I2) to be two closed
sets. Consider K = I1 ∩ I2. So, let us first prove that V (I1)∪ V (I2) ⊆ V (I1 ∩ I2). Let
p ∈ V (I1) that is p ∈ Spec(A) such that I1 ⊆ p which implies I1 ∩ I2 ⊆ I1 ⊆ p that is
p ∈ V (I1 ∩ I2), similarly p ∈ V (I2) implies p ∈ V (I1 ∩ I2). Now, to prove the reverse
inclusion, let p ∈ V (I1 ∩ I2). This implies p ∈ Spec(A) such that I1I2 ⊆ I1 ∩ I2 ⊆ p.
Now, using primality of p, either I1 ⊆ p or I2 ⊆ p or both which implies p ∈ V (I1)
or p ∈ V (I2) or both respectively. We can extend the result using induction to get
the proof. This topology is called Zariski topology.

Lemma B.3. If M is a maximal ideal in a commutative ring R with unity then M is a
prime ideal.

Proof. Let us assume that M is not a prime ideal, then there exist a, b ∈ R such that
ab ∈ M but a, b /∈ M . Consider the ideals 〈a〉 + M and 〈b〉 + M . Using maximality
〈a〉 + M = R = 〈b〉 + M . Then, ra + m = 1 = sb + n for some r, s ∈ R,m, n ∈ M .
Now, 1 · 1 = 1 implies (ra+m)(sb+n) = 1 that is rsab+ ran+msb+mn = 1. Now,
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since ab,m, n ∈ M we have 1 ∈ M which gives us a contradiction since a maximal
ideal is by definition a maximal ideal.

Now, for a ring A, we can put a subspace topology on maxspec(A) := {M ⊆ A |M
is a maximal ideal} as a subspace of Spec(A) which is equipped with the Zariski
topology.
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C Tychonoff spaces and Compactifications

We will refer [6, 24] for this entire section.

Definition C.1. (i) A topological space X is said to be completely regular if for any given
non-empty closed set F ⊆ X and a point x ∈ X − F there exists a continuous function
f : X → [0, 1] such that f(x) = 0, f(F ) = {1}.
(ii) A topological space X is said to be Tychonoff if it is completely regular and Hausdorff.

Remark C.2. If X is completely regular space then for any given non-empty closed set
F ⊆ X , a point x ∈ X − F , and a, b ∈ R there exists a continuous function f : X → R
such that f(x) = a, f(F ) = {b}.

Lemma C.3. If X is a normal space, then X is a Tychonoff space.

Proof. LetX be a normal space. LetF ⊆ X be a non-empty closed set, and x ∈ X−F
be a point. Since singleton sets are closed sets by the definition of normality, {x}
is a closed set and Urysohn’s lemma implies that X is completely regular. Taking
any two points x, y ∈ X we can find disjoint open sets Ux, Uy containing x, y respec-
tively, since singleton sets are closed sets by the definition of normality. Hence, X
is Hausdorff, and so it is Tychonoff.

Lemma C.4. Let X be a paracompact Hausdorff space, then X is normal.

Proof. Claim 1: If x ∈ X and A is a closed set not containing x, then there exist
disjoint open sets U, V ⊆ X such that x ∈ U,A ⊆ V .
Proof: Since X is Hausdorff, for each y ∈ A there exist disjoint open subsets Uy, Vy
containing x, y respectively. Now, {Vy}y∈Y covers A and {Vy}y∈A, X − A forms an
open cover of X . Thus, by paracompactness of X , there exists a locally finite open
refinement, say P1. Throwing out all the subsets that do not intersectA, we will get
a locally finite collection of open sets, each contained in some Vy, that cover A, call
it P2. By locally finiteness of P1 there exists an open set W containing x such that
only finitely many members ofP1 intersect withW . Let Ã = {P ∈ P1 | P ∩W 6= ∅}.
If Ã ∩ P2 = ∅ then we are done, since we have open sets namely W containing x
and

⋃
U∈P2

U containing A, which are disjoint. Otherwise, using local finiteness of

P2, we get an open set say W ′ which intersects with finitely many members of P2,
say B1, B2, · · · , Bk and since these members are refinements of Vy’s, we get a finite
set say T = {yi ∈ A | Bi ⊆ Vyi for i ∈ {1, 2, · · · , k}}. Define, U = W ∩

⋂
y∈T

Uy and

V =
⋃
Y ∈P2

Y , then x ∈ U,A ⊆ V and U ∩ V = ∅, and U, V are open sets.

Claim 2: If A,B ⊆ X are disjoint closed subsets, then there exist C,D ⊆ X open
containing A,B respectively such that C ∩D = ∅.
Proof: From claim 1, for every a ∈ A, there exist open sets Ua containing a and Va
containing B such that Ua ∩ Va = ∅. Now, {Ua}a∈A, X − A forms an open cover of
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X . Hence, it will have a locally finite open refinement. Throwing out from this any
open subset not intersecting A, we still get a locally finite collection, say P of open
subsets each contained in some Ua that cover A. Define, C :=

⋃
Y ∈P

Y . Now, for each

b ∈ B we seek for an open subsetDb containing b such thatDb∩C = ∅. Firstly, there
exists an open subset Wb around b intersecting only finitely many members of P .
Note that, if we get aWb which does not intersect with any member ofP then we are
already done. LetB1, B2, · · · , Bk be the elements ofP contained inUa1 , Ua2 , · · · , Uak

respectively. Then, we can define Db = Wb∩
k⋂
i=1

Vai . Now, D :=
⋃
b∈B

Db will work as

the required set.

Remark C.5. If a topological space is paracompact Hausdorff, then it is Tychonoff. Also,
from lemma 4.14 we can say that, if a topological space is compact Hausdorff, then it is
Tychonoff.

Definition C.6. (i) Let X, Y be topological spaces. A function φ : X → Y is called an
embedding if φ : X → φ(X) is a homeomorphism, where φ(X) has the subspace topology
inherited from Y .
(ii) Let X be a topological space. A compactification of X is a pair (K,h), where (a) K is
compact Hausdorff space. (b) h : X → K is an embedding (c) h(X) is a dense subset of K.
(iii) Let (K1, h1), (K2, h2) be two compactifications of a same spaceX , then they are said to
be equivalent, if there exists a homeomorphism f : K1 → K2 such that f ◦ h1 = h2.

Lemma C.7. If X is a Hausdorff space and A ⊆ X then A with the subspace topology is
Hausdorff. If {Xi}i∈I is a collection of Hausdorff spaces, then

∏
i∈I

Xi is Hausdorff.

Proof. Suppose a, b ∈ A be distinct points. Since X is Hausdorff, there exists dis-
joint open sets U, V ⊆ X containing a, b respectively. Then U ∩A, V ∩A are disjoint
open subsets in the subspace topology containing a, b respectively.
Now, suppose x, y ∈

∏
i∈I

Xi be distinct. The points x, y are distinct, meaning there

exists some i ∈ I such that x(i) 6= y(i) that is x(i), y(i) are distinct points in Xi.
So, since Xi’s are Hausdorff, there exists disjoint open sets Ui, Vi ⊆ Xi containing
xi, yi respectively. Let, U := π−1

i (Ui), V := π−1
i (Vi), where πi is the projection map

from
∏
i∈I

Xi to Xi. The topology on
∏
i∈I

Xi is defined in such way that, it is the weak-

est topology which makes πi continuous, for all i ∈ I . Hence, U, V are open sets.
Hence, we get disjoint open sets U, V containing x, y respectively.

Definition C.8. Let {Xi}i∈I , X be topological spaces, f : X → Xi be continuous func-
tions.
(i) The initial topology induced by {fi}i∈I is the weakest topology on X such that fi’s are
continuous, for all i ∈ I . That is, a subbase is collection of sets of the form f−1

i (Uij) where
i ∈ I, Uij ⊆ Xi is open.
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(ii) The evaluation map is the function e : X →
∏
i∈I

Xi defined by (πi ◦ e)(x) = fi(x) for

all i ∈ I .

Lemma C.9. If X is completely regular and A ⊆ X , then A with the subspace topology
is completely regular. If {Xi}i∈I is a collection of completely regular spaces, then

∏
i∈I

Xi is

completely regular.

Proof. Suppose F is closed in A, and x ∈ A − F , then there is a closed set G ⊆ X
with F = G ∩ A. Then x /∈ G (since, if x ∈ G, then x ∈ G ∩ A = F , which is a
contradiction). So, there is a function f : X → [0, 1] such that f(x) = 0, f(G) = {1}.
So, we can consider f |A which is continuous since f is continuous and A has the
subspace topology. Now suppose that F is a closed set of

∏
i∈I

Xi and x ∈ X − F . A

base for the product topology consists of intersections of finitely many sets of the
form π−1

i (Uij), where i ∈ I , Uij ⊆ Xi are open. Now, since X − F is an open set
containing x, there is a finite subsetK such that x ∈

⋂
ij∈K

π−1
i (Uij) ⊆ X−F . For each

ij ∈ K, Xi − Uij is closed, and x(i) ∈ Uij and since Xi is completly regular, there
exists a continuous function fi : Xi → [0, 1] such that fij(x(i)) = 0, fi(Xi − Uij) =
{1}. Define g : X → [0, 1] by g := max

ij∈K
(fij ◦ πj)(y) for all y ∈ X . Since K is a finite

set, the maximum function makes sense, moreover g is continuous since maximum
of finitely many continuous functions is also a continuous function. As we can

write max(f, g) =
f + g + |f − g|

2
and |x| is a continuous function , and so is the

composition and addition and subtraction of continuous functions. So, we get a
function g : X → [0, 1] such that g(x) = 0, since (fij ◦ πi)(x) = 0 for all ij ∈ K and

F ⊆ X −
⋂
ij∈K

π−1
i (Uij) that is F ⊆ X ∩

( ⋂
ij∈K

π−1
i (Uij)

)C
=
⋃
ij∈K

π−1
i (Uij). So, if y ∈ F ,

there exists some ij ∈ K such that πi(y) ∈ Xi − Uij which implies (fj ◦ πj)(y) = 1,
which implies g(F ) = {1} hence the proof is complete.

Remark C.10. Let X be a Tychonoff space and A ⊆ X , then A with the subspace topology
is Tychonoff. If {Xi}i∈I is a collection of Tychonoff spaces, then

∏
i∈I

Xi is Tychonoff.

Definition C.11. A topological space X is said to be locally compact if for each x ∈ X
there exists an open set Ux containing x such that Ux is compact.

Example C.12. A compact space X is locally compact since Ux = X works for all x ∈ X .

Theorem C.13. Let X be a locally compact (non-compact) Hausdorff space. Then there
exists unique compactification (X̂, h) such that |X̂ − h(X)| = 1. This is called one-point
compactification of X . It is also called Alexandroff extension of X .
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Proof. Let us denote X̂ = X ∪ {∞} where∞ is a point which does not belong to
X . We define a topology on X̂ by calling a set U to be open if (i) U is open in X .
or (ii) U = (X − C) ∪ {∞} for some compact set C ⊆ X . Now, let us verify that
this indeed forms a topology. Since ∅ ⊆ X is open in X hence ∅ is an open set in
X̂ . Now, since ∅ is a compact set in X , hence (X − ∅) ∪ {∞} = X̂ is an open set
in X̂ . Now, let {Ui}i∈I be a collection of open sets. Let J ⊆ I be the set consisting
of the indices of open sets of type (i), K := I − J . Let UJ :=

⋃
j∈J

Uj . Since union of

open sets is open, U is open in X , and so is in X̂ . Let us assume that, for i ∈ K,
Ui = (X − Ci) ∪ {∞}where Ci ⊆ Xi is compact. Observe that

X − Ui = X ∩ UC
i = X ∩ (X − CC

i ∩ {∞}C) = ∩(X ∩ CC
i )C ∩X

and we know that

X ∩ (X ∩ CC
i )C ∩X = X ∩ (XC ∪ Ci) = ∅ ∪ Ci = Ci.

Denote UK :=
⋃
i∈K

Ui, we have X − UK =
⋂
i∈K

(X − Ui) which implies X − UK =⋂
i∈K

Ci =: CK . As X is Hausdorff and Ci’s are compact, we have Ci’s to be closed in

X . So,CK is also closed, moreover it is compact since it is closed subset of a compact
set sayCi0 for some i0 ∈ K. Note that, if there does not exist any such i0, then we are
already done. Now, we haveUI = J ∪Kwhich impliesX−UI = (X−UJ)∩(X−UK)
and we have shown that these two sets are closed in X , hence their intersection is
also closed in X . Hence, (X −UI) is compact, since it is closed subset of a compact
set (X − UK). Hence, UI is an open set of type (ii) in X̂ . Now to show that finite
intersection of open sets is open. For this, we will do following cases:
Case I: U1, U2 be open sets, both of type (i) then U1 ∩U2 is open in X and so is in X̂ .
Case II: U1, U2 be open sets, both of type (ii), then (X − U1) ∪ (X − U2) is compact
since union of finitely many compact sets is compact. This implies X − (U1 ∩U2) =
(X − U1) ∪ (X − U2) is compact, hence U1 ∩ U2 is open, by type (ii).
Case III: Without loss of generality, let us assume that U1 is an open set of type (i)
and U2 of type (ii). Consider (X −U1)∪ (X −U2). This is closed in X , since X −U2

is compact and hence it is closed as X is Hausdorff. Also, since ∞ /∈ U1 hence
∞ /∈ U1 ∩ U2. Hence, it is enough to show that X − (U1 ∩ U2) is closed in X which
is true since X − (U1 ∩U2) = (X −U1)∪ (X −U2). Hence, the structure defined on
X̂ is indeed a topology.
Now, let us show that X̂ is compact. Consider an open cover of X̂ . One of the
sets contain the point ∞, which is of the form (X − C) ∪ {∞} for some compact
set C ⊆ X . Then we need only finitely many open sets to cover C which we get
from the compactness of C. To see that X̂ is Hausdorff, let x, y ∈ X̂ be distinct. If
x, y ∈ X , then we are done, since X is Hausdorff and open sets of X are open set
of X̂ . If y =∞. Since X is locally compact, there exists an open set Ux containing x
such thatUx is compact. So, (X−Ux)∪{∞} andUx are disjoint open sets containing
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∞ and x respectively. Consider the map h : X → X̂ to be the identity map. So, it
remains to show thatX is dense in X̂ . Let UC = (X−C)∪{∞} be a neighbourhood
of∞. SinceX is not compact, that isX 6= C so, there must be some point x ∈ X−C.
That is∞ ∈ X .
To prove the uniqueness part, let Y be a compact Hausdorff space such that Y −X =
{∞} andX = Y . Where Y has a topology such that we get back the topology onX
if we restrict the topology of Y to X . Let τX̂ denote the topology on the one-point
compactification according to the proof of existence, and let τY denote the topology
on space Y .Let us first prove that τY ⊆ τX̂ . Let U be an open set in Y . If∞ /∈ U ,
then U is open in X , hence U is open in τX̂ since it is open set of the type (i). If
∞ ∈ U then let V := U ∩X , then if V = ∅ which implies U = {∞} which in turn
implies X = Y − {∞} is a closed set, hence it is compact since it is closed subset of
a compact set Y . So, there is an open set (X−C)∪{∞}where C can be replaced by
X which implies {∞} is open in X̂ . Now, if V 6= ∅, then V being open inX , X −V
is closed in X . Moreover, X − V = Y − U is also closed in Y since U is open in Y .
Hence, Y − U is compact and so is X − V that is every open neighbourhood of∞
in Y is the complement of a compact subset of X . Thus τY ⊆ τX̂ . Now, if U ⊆ X
is open, then clearly U ∈ τY . So, let K ⊆ X compact and let V := X − K ⊆ X .
Since X is Hausdorff, K is closed since it is compact, hence V is open. Note that
Y −K = V ∪{∞}. If Y −K = V ∪{∞} ∈ τY then we are done. But if V ∪{∞} /∈ τY
which means, there exists a point x ∈ V ∪{∞} for which there does exists any open
set which is contained in V ∪ {∞}. If x ∈ V , then V can act the open set which is
contained in V ∪ {∞}. So, x = ∞ is the only point for which every open set has
non-empty intersection with (Y − K)C(= K). In other words∞ ∈ K. But this is
not possible since X is Hausdorff, so K is closed because it is it is compact. So,
K = K, but∞ /∈ K and∞ ∈ K. This gives us a contradiction and this completes
the proof.

Lemma C.14. Let X be a topological space, A ⊆ X , Y be a Hausdorff space, and let
f, g : X → Y be two continuous function such that f ≡ g on A then f ≡ g on A.

Proof. Let x ∈ A−A such that f(x) 6= g(x). Then, since Y is Hausdorff, there exists
disjoint open sets Uf , Ug containing f(x), g(x) respectively, Now, consider Vf :=
f−1(Uf ), Vg := g−1(Ug) which are open sets since f, g are continuous. Also, both Vf
and Vg contain x. Now, since x ∈ A − A, for any open set U around x, there exists
a point p ∈ (U − {x} ∩ A) that is (U − {x} ∩ A) 6= ∅. Consider one such point p
corresponding to the non-empty open set Vf ∩Vg, then f(p) ∈ Uf and g(p) ∈ Ug and
f(p) = g(p), which makes Uf ∩ Ug 6= ∅. This is a contradiction.

Definition C.15. LetX be a topological space. Then a compactification denoted as (βX, h)
is called a Stone-Čech compactification of X if, given any continuous map f : X → K,
where K is compact and Hausdorff, there exists unique map βf : βX → K such that the
following diagram commutes.
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X βX

K

f

h

βf

Proposition C.16. Let X be topological space, then its Stone-Čech compactification is
unique, if it exists.

Proof. On contrary, let us assume that (β1X, h1) and (β2X, h2) are two compactifica-
tions which satisfies the property mention in the definition of Stone-Čech compact-
ification (it is also called a universal property). Hence, we can have the following
diagrams, which commute:

X βX X βX

K K

h2

h1

β1h1
h2

h1

β2h2

If y ∈ β1X such that y ∈ h1(X), then we get that (β1h1) ◦ (β2h2) = Id on h1(X) and
from lemma C.14 we can say that, (β1h1)◦ (β2h2) = Id on h1(X) = β1(X). Similarly,
(β2h2) ◦ (β1h1) = Id on β2X , which gives us the required homeomorphism.

Lemma C.17. Let X be a topological space. If X has a compactification, then X is Ty-
chonoff.

Proof. Let (K,h) be a compactification of space X . Since, K is compact Hausdorff,
K is normal by lemma 4.14 and using Urysohn’s lemma we get K to be completely
regular, andK is Hausdorff as well, soK is Tychonoff hence due to the remark C.10,
h(X) with the subspace topology is Tychonoff and since X and h(X) are homeo-
morphic, X is Tychonoff.

Remark C.18. If X is a locally compact Hausdorff space, then X is Tychonoff.

Since every topological space which has compactification is Tychonoff, so one can
naturally ask if the converse is true? That is, if X is Tychonoff, then does there
exist a compactification of X? The answer is yes! We will explicitly construct the
compactification through following series of propositions.

Proposition C.19. Let X , {Xi}i∈I be topological spaces, and fi : X → Xi be continuous
functions. Then the evaluation map e : X →

∏
i∈I

Xi is an embedding if and only if (i) X

has the initial topology induced by the family {fi}i∈I and (ii) the family {fi}i∈I separates
points in X .

Proof. Write P =
∏
i∈I

Xi and let pi : e(X) → Xi be the restriction of πi : P → Xi to

e(X). A subbase for e(X) with the subspace topology inherited from P consists of
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the sets of the form π−1
i (Uij) ∩ e(X), i ∈ I, Uij ⊆ Xi open. But π−1

i (Uij) ∩ e(X) =
p−1
i (Uij) and the collection of this form is a subbase for e(X) with the initial topology

induced by the family {pi}i∈I , these topologies are equal.
(⇒) Assume that e : X → e(X) is a homeomorphism and since fi = πi ◦ e =
pi ◦ e, e(X) having the initial topology induced by {pi}i∈I implies that X has initial
topology induced by {fi}i∈I . If x, y ∈ X be distinct points, then there exists some
i ∈ I such that pi(e(x)) 6= pi(e(y)) since e is a homeomorphism and so it is injective,
so e(x), e(y) are distinct and {pi}i∈I separates points. This implies fi(x) 6= fi(y),
which shows that {fi}i∈I separates points in X .
(⇐) It suffices to prove that e : X → P is one-to-one, continuous, and that e :
X → e(X) is an open map. If x, y ∈ X are distinct points, then because {fi}i∈I
separates points in X , there exists some i ∈ I such that fi(x) 6= fi(y) which implies
e(x) 6= e(y), showing that e is one-to-one. For each i ∈ I, fi is continuous and
fi = πi ◦ e. The fact that this is true for all i ∈ I implies e : X → P is continuous,
since product topology is the initial topology induced by the family of projection
maps, that is a map to the product is continuous if and only if its composition with
each projection map is continuous.
A subbase for the topology of X consists V = f−1

i (Uij), i ∈ I, Uij ⊆ Xi open. As
fi = pi◦e,we can write V = (pi◦e)−1(Uij) = e−1(p−1(Uij)), and since e is one-to-one,
applying e on both the sides, we get e(V ) = pi(Uij) which is open in e(X) since pi’s
are continuous functions.

Definition C.20. Let X, {Xi}i∈I be topological spaces. For each i ∈ I , fi : X → Xi be
continuous functions. Then we say {fi}i∈I separates points from closed sets if whenever
F ⊆ X is closed and x ∈ X − F , there is some i ∈ I such that fi(x) /∈ fi(F ).

Proposition C.21. Let X, {Xi}i∈I be topological spaces. For each i ∈ I , fi : X → Xi be
continuous functions. The family {fi}i∈I separates points from closed sets if and only if the
collection of sets of the form f−1

i (Uij), i ∈ I, Uij ⊆ Xi open, is a base for the topology onX .

Proof. (⇒) Let x ∈ X and U be an open neighbourhood of x. Then F = X − U is
closed, so there is some i ∈ I such that fi(x) /∈ fi(F ). Consider Ui := Xi − fi(F )
which is open in Xi because fi(F ) is closed. Hence, f−1

i (Ui) is also open X . On
the other hand fi(xi) ∈ Ui which implies xi ∈ f−1

i (Ui). Also, if y ∈ f−1
i (Ui) that

is fi(y) ∈ Ui which implies y /∈ F . Because, if y ∈ F , then fi(y) ∈ F that is
fi(y) ∈ Ui ∩ fi(F ) but we have Ui ∩ fi(F ) = ∅ since Ui = Xi − fi(F ). So, this
implies y ∈ U , which in turn implies f−1

i (Ui) ⊆ U .
(⇐) Let F ⊆ X be closed, and x ∈ X−F be a point. BecauseX−F is a neighbour-
hood of x, there exists some i ∈ I andUij ⊆ Xi open such that x ∈ f−1

i (Uij) ⊆ X−F .
So, fi(x) ∈ Uij . Now suppose there is some y ∈ F such that fi(y) ∈ Uij , this implies
y ∈ f−1

i (Uij) ⊆ X − F which contradicts y ∈ F . Therefore Uij ∩ fi(F ) = ∅ and
henceXi−Uij is a closed set that contains fi(F ), which tells us that fi(F ) ⊆ Xi−Ui
since A ⊆ B implies A ⊆ B. So, we get fi(F ) ∩ Uij = ∅, but fi(x) ∈ Uij hence,
fi(x) /∈ fi(F ), which completes the proof.
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Proposition C.22. If X is a T1 space, {Xi}i∈I are topological spaces, fi : X → Xi are
continuous functions and {fi}i∈I separates points from closed sets inX , then the evaluation
map e : X →

∏
i∈I

Xi is an embedding.

Proof. By proposition C.21 there exists a base for the topology of X of the form
f−1
i (Uij), i ∈ I, Uij ⊆ Xi open. Since a base is also a subbase, topology generated by

this subbase is the initial topology for the family of functions {fi}i∈I . Because X is
T1, singletons are closed and therefore, the fact that {fi}i∈I separates points point
from closed sets implies that it separates points in X . Therefore, we can apply
proposition C.19, which tells us that the evaluation map is an embedding.

Proposition C.23. Let X be a topological space. Then X is completely regular if and only
if X has the initial topology induced by Cb(X) := {f ∈ C(X) | f is bounded }.

Proof. (⇒) IfF ⊆ X is closed and x ∈ X−F , then there exists a continuous function
f : X → [0, 1] such that f(x) = 0, f(F ) = {1}. Then, f ∈ Cb(X) since its codomain
itself is bounded. Moreover, f(x) = 0 /∈ {1} = {1} = f(F ), which shows thatCb(X)
separates points from closed sets in X . So, we are done by applying proposition
C.21 since, a base is also a subbase.
(⇐) Now, suppose F ⊆ X is closed and x ∈ X − F . A subbase for initial topol-
ogy induced by Cb(X) consists of sets of the form f−1(V ), f ∈ Cb(X), V ⊆ X an
open ray in R, because the set of open rays are a subbase for the topology of R.
Since X − F is an open neighbourhood of x, there exists a finite set J ⊆ Cb(X) and
open rays Vf in R for each f ∈ J such that x ∈

⋂
f∈J

f−1(Vf ) ⊆ X − F . If some Vj

is of the form (−∞, af ), then with g = −f we have f−1(−∞, af ) = g−1(−af ,∞).
We therefore suppose Vf = (af ,∞) for each f ∈ J . Now, for each f ∈ J de-
fine gf (x) := max{f(x) − af , 0} which is a continuous and non-negative func-
tion satisfying f−1(af ,∞) = g−1

f (0,∞). Define g :=
∏
f∈J

gf . Note that J is finite,

hence g makes sense and it is continuous and positive. If y ∈ g−1(0,∞), then
y ∈

⋂
f∈J

g−1
f (0,∞) ⊆ X − F so, g−1(0,∞) ⊆ X − F . But g is non-negative, so

g(X − (X − F )) = g(F ) = {0}, which implies X is completely regular.

Definition C.24. A cube is a topological space that is homeomorphic to a product of com-
pact intervals in R.

A product is homeomorphic to the same product without singleton factor. For ex-
ample, R×R×{3} ∼= R×R and a product of non-singleton compact intervals with
index set I is homeomorphic to [0, 1]I .

Lemma C.25. If a topological space X is Hausdorff, then X is T1.
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Proof. Let x ∈ X be a point. Let us show that {x}C is an open set. So, consider a
point y 6= x. Since, X is Hausdorff, there exists disjoint open sets Ux, Uy containing
x, y respectively. In particular Uy ⊆ X − {x} hence, {x}C is open.

Proposition C.26. A topological space X is Tychonoff if and only if X is homeomorphic
to a subspace of a cube.

Proof. (⇐) Suppose I is a set and X is homeomorphic to a subspace Y of [0, 1]I .
Since [0, 1] is Tychonoff, so is the product [0, 1]I and so is the subspace Y . Hence X
is Tychonofff.
(⇒) By proposition C.23, X has the initial topology induced by Cb(X). For each
f ∈ Cb(X), let If := [−‖f‖∞, ‖f‖∞] and f : X → If is continuous. Now, since
X is Tychonoff, it is Hausdorff hence by lemma C.25 it is T1 and since {f}f∈Cb(X)

separates points from closed sets, sinceX is completely regular. Hence, we can now
apply proposition C.22 which tells us that e : X →

∏
f∈Cb(X)

If is an embedding.

Now, note that, for each f ∈ Cb(X), the interval [−‖f‖∞, ‖f‖∞] is compact amd
Hausdorff. Also, if f = 0, then If = {0}which is is indeed compact and vacuously
Hausdorff. So, the product

∏
f∈Cb(X)

If is compact and Hausdorff since product of

copmact sets is compact by Tychonoff’s theorem. Since closed subset of a compact
set is compact, we define βX to be e(X) ⊆

∏
f∈Cb(X)

If . We claim that the compacti-

fication (βX, e) is the Stone-Čech compactification. So, let us check that it satisfies
the universal property.

Lemma C.27. If X, Y are topological spaces and f : X → Y is a continuous map, then
for any subset A ⊆ X , f(A) ⊆ f(A)

Proof. We have, A ⊆ f−1(f(A)) and pre-image of closed set is closed under a con-
tinuous map, so f−1(f(A)) will be closed. Hence,A ⊆ f−1(f(A)) = f−1(f(A)) since
A ⊆ B implies A ⊆ B. Hence, f(A) ⊆ f(A).

Theorem C.28. IfX is a Tychonoff space,K is a compact Hausdorff space, and φ : X → K
is continuous, then there exists a unique cotinuous fucntion Φ : βX → K such that
φ = Φ ◦ e, that is, (βX , e) is the Stone-Čech compactification of X .

Proof. The spaceK is a Tychonoff space since a compact Hausdorff space is normal
and a normal space is Tychonoff. So, the evaluation map eK : K →

∏
g∈Cb(K)

Ig is an

embedding. Write F =
∏

f∈Cb(X)

If , G =
∏

g∈Cb(K)

Ig, and let pf : F → If , qg : G → Ig be

the projection maps. We define H : F → G for t ∈ F by (qg ◦ H)(t) = pg◦φ(t) for
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each g ∈ Cb(K). The map qg ◦H : F → Ig◦φ is continuous for all g ∈ G, hence H is
continuous. For each x ∈ X , we have

(qg◦H◦e)(x) = pg◦φ(e(x)) = (pg◦φ◦e)(x) = (g◦φ)(x) = (qg◦eK)(φ(x)) = (qg◦eK◦φ)(x)

so, we have the following result.

qg ◦H ◦ e ≡ qg ◦ eK ◦ φ for all g ∈ Cb(K). (15)

This is equivalent to the fact thatH ◦e = eK ◦φ. Now, becauseK is compact and eK
is continuous, hence eK(K) is compact, hence closed, since it is a compact subset
of a Hausedorff space G. From 15, we know H(e(X)) ⊆ eK(K) since φ(X) ⊆ K,

thus H(e(X)) ⊆ eK(K) = eK(K) which implies H(e(X)) ⊆ eK(K). On the other
hand, because βX is compact and H is continuous, H(βX) is compact and hence
it is closed subset of G, since G is Hausdorff. Using lemma C.27 and the fact that
f(A) ⊆ f(A) implying f(A) ⊆ f(A), where f can be replaced by H and A by e(X),
we get H(e(X)) = H(βX) = H(βX) since H(βX) is closed. Hence we have

H(βX) ⊆ eK(K). (16)

Hence, letting h to be the restriction of H to βX and define Φ : βX → K by
Φ = e−1

K ◦ h which makes sense due to 16 and the fact that eK : K → eK(K) is
a homeomorphism. Now, using 15,

(Φ ◦ e)(x) = (e−1
K ◦ h ◦ e)(x) = (e−1

K ◦H ◦ e)(x) = φ(x)

showing that Φ ◦ e = φ. Now, for the uniqueness part, let Ψ : βX → K be a
continuous map satisfying f = Ψ ◦ e. Let, y ∈ e(X), then there is some x ∈ X such
that y = e(x) which implies f(x) = (Ψ◦ e)(x) = Ψ(y), also, f(x) = (Φ◦ e)(x) = Φ(y)
which implies Φ(y) = Ψ(y) for all y ∈ e(X). Now, since Φ,Ψ are continuous, the
codomain K is Hausdorff and are equal on e(X), so using lemma C.14 they are
equal on e(X) = βX . This completes the proof.

From the remark C.18 we saw that every locally compact Hausdorff space is Ty-
chonoff. So, is it the case that the one-point compactification of a locally compact
Hausdorff space is same as its Stone-Čech compactification? The answer is that, it
is not always same. For example X = N with subspace topology inherited from
R. N is locally compact, since every point n ∈ N has an open set Un = {n}. More-
over, Un = Un and Un is compact since it is a finite set. It is known that |βN| = 2C ,
where C = |R| [18, 19], and one-point compactification of N has cardinality of or-
der less than that of C. But, there are spaces like [0, ω1) with the order topology
where the Stone-Čech compactification is same as the one-point compactification
[12]. From remark C.5 and theorem C.28 we can say that a paracompact Hausdorff
space admits a Stone-Čech compactification. Now, let us see, if paracompact Haus-
dorff spaces are locally compact Hausdorff so as to talk about the relation between
their one-point compactification (if exists) with their Stone-Čech compactification.
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But we find that there are spaces which are paracompact Hausdorff, but not locally
compact Hausdorff. For example Q with the subspace topology inherited from R.
So, let us ask the question again that, if we enforce the condition of paracompact-
ness with locally compact Hausdorff spaces, can we get one-point compactification
same as Stone-Čech compactification? Again, the answer is no. An example for
this is R with the usual topology. This is again due to a cardinality argument that
|βR| = |βN| = 2C [18, 19], whereas the order of cardinality of one-point compact-
ification of R is C. One can look at the one-point compactifications as the small-
est compactifications, whereas Stone-Čech compactification as the biggest. So, it is
quite unlikely that they coincide.
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